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Executive Summary

Preface

Three-dimensional climate models with a fully interactive representation of stratospheric ozone chemistry — otherwise known as stratosphere-resolving chemistry-climate models (CCMs) — are key tools for the attribution and prediction of stratospheric ozone changes arising from the combined effects of changes in the amounts of greenhouse gases (GHG) and ozone-depleting substances (ODS). These models can also be used to infer potential effects of stratospheric changes on the climate of the troposphere. In order to know how much confidence can be placed in the results from the CCMs, both individually and collectively, it is necessary to assess their performance by comparison with observations and known physical constraints.

The Stratospheric Processes And their Role in Climate (SPARC) core project of the World Climate Research Programme (WCRP) initiated the CCM Validation (CCMVal) activity in 2003 to coordinate exactly such an evaluation. The CCMVal concept (see Chapter 1) takes as a starting point the premise that model performance is most accurately assessed by examining the representation of key processes, rather than just the model’s ability to reproduce long-term ozone trends, as the latter can be more easily tuned and can include compensating errors. Thus a premium is placed on high-quality observations that can be used to assess the representation of key processes in the models. This Report does not provide a detailed assessment of the quality of the observational databases; the compilation and assessment of data sets suitable for model evaluation is the focus of a future SPARC activity, which has been motivated by this Report.

The first round of CCMVal (CCMVal-1) evaluated only a limited set of key processes in the CCMs, focusing mainly on dynamics and transport. This Report, which describes the second round of CCMVal (CCMVal-2), represents a more complete effort by CCMVal to assess CCM performance. As with CCMVal-1, it also includes an assessment of the extent to which CCMs are able to reproduce past observations in the stratosphere, and the future evolution of stratospheric ozone and climate under one particular scenario. A key aspect of the model evaluation within this Report is the application of observationally-based performance metrics to quantify the ability of models to reproduce key processes for stratospheric ozone and its impact on climate. The Report is targeted at a variety of users, including: (1) international climate science assessments, including the WMO/UNEP Ozone Assessments and the IPCC Assessment Reports; (2) the CCM groups themselves; (3) users of CCM simulations; (4) measurement and process scientists who wish to help improve CCM evaluation; (5) space agencies and other bodies involved in the Global Climate Observing System.

The Report was prepared by dozens of scientists and underwent several revisions and extensive peer review, culminating in a Final Review Meeting in Toledo, Spain on November 9-11, 2009. This Executive Summary outlines the overall key findings, overall recommendations, and detailed key findings and recommendations by chapter.
Overall Key Findings

- Comprehensive process-oriented validation has led to a much better understanding of the strengths and weaknesses of CCMs. As well as identifying unphysical behaviour (e.g., dehydration properties), this has led to a more precise understanding of the processes involved in CCM simulations and the connections between them. This can be used to understand some of the spread in model predictions, and will help focus model improvements.

- CCMVal-2 has provided a much more detailed assessment of model performance than CCMVal-1. For the first time, chemical and radiative processes in the CCMs have been assessed, and the upper troposphere/lower stratosphere (UTLS) has been explicitly examined. Radiation schemes have been found to be sufficient for representing the major causes of observed temperature changes in the stratosphere and the main radiative drivers of surface climate. Chemistry schemes are generally found to agree with benchmark schemes, while exceptions have been identified. Model performance in the UTLS was found to be better than might have been expected based on the spatial resolution of the models.

- The identification of model deficiencies in CCMVal-1 led to quantifiable improvements in particular models (e.g., transport, Cl$_2$ abundance, tropical tropopause temperatures). CCMVal-2 has benefited from the greater number of participating models and the larger number of processes represented in those models. However, this complicates a quantitative assessment of overall model improvement between CCMVal-1 and CCMVal-2 in those diagnostics assessed by CCMVal-1.

- Compared with WRCP Coupled Model Intercomparison Project phase 3 (CMIP3) simulations, CCMVal-2 simulations have a mean stratospheric climate and variability that is much closer to that observed. In the troposphere, mean climate and synoptic variability are similarly close to the observations in both groups of simulations, while interannual variability tends to be better simulated by the CCMVal models.

- Common systematic errors in CCM results include: tropical lower stratospheric temperature, water vapour, and transport; response to volcanic eruptions; details of the Antarctic polar vortex and the ozone hole; lower stratospheric Cl$_2$; a wide variation in values of surface area density of sulphate aerosols.

- Another systematic error in CCMs concerns the representation of the quasi-biennial oscillation (QBO), which is a dominant mode of natural stratospheric variability. Most of the current models do not simulate a QBO, and the representation of the QBO in models remains a challenge. For comparison with past observations, some modelling groups therefore choose to relax tropical winds towards observed values. This technique is fully successful in reproducing the phase of the observed QBO signal in ozone, but not its amplitude.

- Models that represent solar variability only in terms of total solar irradiance cannot properly simulate the effect of solar variability on radiative heating rates, stratospheric temperature and ozone. A spectrally resolved treatment of solar variability is required.

- Use of simulations extending through the entire period of ozone depletion and recovery (1960-2100) in CCMVal-2 has allowed a more accurate estimate of the projected long-term changes in the stratosphere and the relative contributions of ODSs and GHGs to those changes, compared with CCMVal-1. This, plus the increased number of contributing models, has reduced the statistical uncertainty in the projected future ozone changes under the scenario considered.

- The multi-model trend estimates of past ozone changes are consistent with the observed changes. Compared with CCMVal-1, the availability of model simulations from 1960 onwards together with a more robust statistical analysis has provided a more reliable estimate of the long-term ozone changes in the models.

- Widespread use of simulations beginning in 1960 has revealed that models consistently show substantial ODS-induced ozone depletion prior to 1980, especially in the SH.

- Models consistently predict an increase in tropical tropopause height and a slight warming of the tropical tropopause due to climate change. As a result, the entry value of stratospheric water vapour is predicted to increase in the future, although the magnitude of this increase is uncertain.
• Models consistently predict a strengthening of the Brewer-Dobson circulation and a decrease in mean age of air as a result of climate change, but they disagree on the relative role of resolved and parameterised wave drag.

• Models consistently predict the following changes in ozone:
  – a partial recovery of tropical ozone followed by a decrease in the second half of the 21st century, such that tropical column ozone is predicted not even to return to 1980s values within this century; the long-term decrease is mainly found in the lower stratosphere
  – a steady increase in NH mid-latitude and polar ozone, such that 1980s values are exceeded well before halogens return to 1980s values
  – a slow recovery of SH mid-latitude and polar ozone, with mid-latitude ozone returning to 1980 values slightly before halogens do, and polar ozone returning roughly in line with halogens
  – major contributors to these changes include the recovery of ozone from ODS, the strengthened Brewer-Dobson circulation, and the cooling of the upper stratosphere.

• Although Antarctic ozone is expected to recover during the 21st century, a residual intermittent ozone hole may still occur at the end of the century.

• Both models and observations indicate that Antarctic stratospheric ozone loss, together with increasing GHG concentrations, has led to a poleward shift and strengthening of the SH westerly tropospheric jet during summer. CCMVal-2 models project that in the 21st century ozone recovery will largely offset the effects of increasing GHG concentrations, so that the position of the tropospheric jet will not change significantly.

• The strengthened Brewer-Dobson circulation leads to an increased stratospheric ozone flux into the NH troposphere of ~20% between 1965 and 2095. In the SH, the change is modulated by ozone depletion and recovery, and is smaller (~10%) due to the smaller predicted change in the Brewer-Dobson circulation in that hemisphere. The model range is smaller than that obtained from tropospheric models used for the IPCC assessment, which may be attributable to a more self-consistent and comprehensive representation of the stratosphere in the CCMs.

• Stratosphere-resolving CCMs continue to evolve towards more comprehensive, self-consistent stratosphere-troposphere CCMs. In this round of CCMVal, one model was coupled to an interactive ocean, while three models included comprehensive tropospheric chemistry. These developments provide a pathway for including a better representation of stratosphere-troposphere and chemistry-climate coupling in Earth System models used for ozone and climate assessments.

Overall Recommendations

• CCM simulations of ozone depletion/recovery should be performed seamlessly over the entire 1960-2100 period, with consistent forcings, and with data produced in a standard format to allow for multi-model inter-comparison.

• A range of different scenarios should be simulated (e.g., fixed GHG, fixed ODS, different GHG projections) to allow correct attribution of the predicted changes and an understanding of the sensitivity to the scenario employed.

• Models should routinely undergo tests concerning their implementation of physical processes where benchmark comparisons are available. This is especially the case for chemistry and radiation (e.g., line-by-line comparisons, PhotoComp). In the case of radiation, such comparison is facilitated if the CCM radiation codes can be run in a stand-alone offline form.

• Metrics of model performance on a wide suite of diagnostics need to be made as standard practice and calculated routinely by individual model groups and through multi-model comparisons. More analysis is needed of the robustness of the application and interpretation of metrics, and their possible use to assign relative weights to ozone projections.

• More attention needs to be paid to model development to address major persistent deficiencies, e.g., the
late-spring breakdown of the Antarctic vortex, and simulations of the Antarctic ozone hole.
• Long-term vertically resolved data sets of constituent observations in the stratosphere are required to assess model behaviour and test model predictions. This includes ozone, but also other species that can be used to diagnose transport and chemistry. The current set of GCOS Essential Climate Variables is not sufficient for process-oriented validation of CCMs.
• More global vertically resolved observations are required, particularly in the UTLS. As CCMs evolve towards including tropospheric chemistry, lack of observations in this region will become a major limitation on model validation.
• A systematic comparison of existing observations is required in order to underpin future model evaluation efforts, by providing a more accurate assessment of measurement uncertainties.
• CCMs should use self-consistent formulations with the appropriate conservation properties (e.g., primitive-equations dynamics, self-consistent treatment of chemistry, a unified treatment of photolysis and short-wave heating, a prognostic water vapour field, momentum-conserving gravity-wave drag).
• Development should continue towards comprehensive troposphere-stratosphere CCMs, which include an interactive ocean, tropospheric chemistry, a naturally occurring QBO, spectrally resolved solar irradiance, and a fully resolved stratosphere.
• The CCMVal assessment and projection process should be synchronized with that of CMIP to make the maximum use of human and computer resources, and to allow time for model improvements.

Key Findings by Chapter

CHAPTER 2

• CCMs have undergone considerable development since the CCMVal-1 inter-comparison. For CCMVal-2 there were
  – 18 models participating, with 13 models producing a total of 22 REF-B2 simulations covering the requested 1960-2100 time period. In contrast, 11 models participated in CCMVal-1, with 1 model producing 3 REF2 simulations covering the entire 1960-2100 time period.
  – 5 models using online photolysis (vs. 3 for CCMVal-1);
  – 3 models using comprehensive tropospheric chemistry (vs. 1 for CCMVal-1);
  – 3 models having implemented improved transport schemes since CCMVal-1;
  – 1 model using an interactive ocean (vs. 0 for CCMVal-1);
• 4 new models contributed to the CCMVal-2 activity. While it should be noted that model improvements do not necessarily translate into improvements in model performance, the developments listed above, along with numerous smaller changes across the models, demonstrate progress made in the state-of-the-art of CCM modelling over the period since CCMVal-1.
• An unprecedented level of documentation concerning the models has been achieved. This has been invaluable in understanding model behaviour.

CHAPTER 3

• CCM global mean temperatures and their change can give an indication of errors in radiative transfer codes and/or atmospheric composition. Biases in the global mean temperature climatology are generally small, although 5 out of 18 CCMs show biases that likely indicate problems with their radiative transfer codes. Temperature trends also generally agree well with observations, although one model shows significant discrepancies that appear to be due to radiation errors.
• Heating rates and estimated temperature changes from CO$_2$, ozone and water vapour changes are generally well modelled. Other gases (N$_2$O, CH$_4$, CFCs) have only played a minor role in stratospheric temperature
change but their heating rates are estimated with large fractional errors in many models.

- Models that do not account for variations in the spectrum of solar irradiance but only consider changes in total (spectrally-integrated) solar irradiance cannot properly simulate solar-induced variations in stratospheric temperature.
- The combined long-lived greenhouse gas global annual mean instantaneous net radiative forcing at the tropopause is within 30% of that from line-by-line models for all CCM radiation codes tested. Problems remain simulating radiative forcing for stratospheric water vapour and ozone changes, with a range of errors between 3% and 200% compared to line-by-line models.

CHAPTER 4

- Climatological mean polar temperature biases are generally small (< 5 K) across the model ensemble except in the southern hemisphere (SH) lower stratosphere during spring. On average models produce the correct accumulated-area of Antarctic temperatures low enough for ice PSC formation, but too small accumulated-area for NAT PSC formation. In the Arctic, there is a large model spread in PSC area, and in general the PSC areas are smaller than reanalysis estimates.
- The model ensemble reproduces the structure of the polar night jet well, apart from the equator-ward tilt in the SH upper stratosphere. There are significant late biases in the spring-time breakup of the SH vortex. Polar night jet variability is not well reproduced by the models and has a large variation amongst the models.
- Polar night jet variability is not well reproduced by the models and has a large variation amongst the models.
- The orientation and shape of the polar vortex is well captured by the majority of models, but there are some significant outliers in the SH which are biased towards large amplitudes of zonal wavenumber 2.
- Tropical upwelling velocity is well simulated in the lower stratosphere compared to analyses, but is slightly too strong in the middle stratosphere. There is large disagreement between models on the relative contribution of resolved and parameterised (sub-grid-scale) waves to driving the Brewer-Dobson circulation.
- A common weakness of all models in the tropical upper stratosphere is a weak annual cycle in zonal-mean zonal winds, which is independent of the treatment of the QBO in models. Only a few of the CCMVal-2 models simulated a QBO-like oscillation in tropical winds. In the majority of models the QBO was absent or artificially forced.
- There is a wide spread in both the mean frequency of major stratospheric sudden warmings (SSWs) and their seasonal distribution in the models. No major SSWs were found in the SH of any of the simulations.
- Many of the persistent biases present in CCMVal-1, particularly temperature bias in the SH lower stratosphere spring and the late breakup of the Antarctic vortex, have not significantly improved in the CCMVal-2 models.
- Models simulate robust and consistent trends in southern hemisphere polar temperatures, PSC areas and final warming dates, with opposite trends during the periods of strong ozone depletion and recovery.
- In the Northern Hemisphere (NH) lower and middle polar stratosphere models on average show no significant long-term changes in winter-time temperature.
- There is a strong consensus between models that the strength of the Brewer-Dobson circulation will increase, with about a 2% per decade increase in the tropical upwelling mass flux over the 21st century. There is, however, little agreement between models on the relative contributions of resolved and parameterised waves to this trend.
- Models do not predict large changes in mid- and high-latitude 100 hPa meridional heat-flux or stratospheric stationary-wave amplitude over the 21st century.

CHAPTER 5

- Model tracer-derived vertical velocities tend to be faster than the observed tracer-derived vertical velocities in the tropical lower stratosphere. This appears not to be related to errors in zonal-mean upwelling. In the tropical middle stratosphere, both the modelled residual vertical velocity and the tracer-derived velocities
show better agreement with observations.

- Errors in vertical transport in models complicate the interpretation of tropical-extra-tropical mixing diagnostics that depend on the attenuation of tracer signals since the attenuation cannot be assumed to result primarily from dilution by tropical-extra-tropical mixing.

- The average of all mean age diagnostic grades provides a very useful integrated transport assessment. Comparing modelled and observed mean ages over a wide range of latitudes and altitudes is a more reliable indication of transport credibility than individual mean age diagnostics because it is difficult to match the mean age everywhere through compensating errors. Seven of 15 models performed well on average mean age grade.

- There is a positive correlation between the average mean age grade and these key diagnostics: tropical ascent, tropical-mid-latitude mixing, and Antarctic descent. Tropical ascent and polar descent are physically linked through the diabatic circulation, and the average mean age grade depends on both the diabatic circulation and quasi-horizontal mixing, particularly between the tropics and mid-latitudes. Because of the physical basis for these correlations, good performance on all of these fundamental diagnostics is essential for building model credibility.

- Lower stratospheric Antarctic vortex isolation is not correlated with the average mean age grade, suggesting that the transport barrier at the vortex edge is, to first order, independent of the overall transport circulation. Because vortex isolation is a requirement for confining perturbed chemistry and producing a realistic ozone hole, it is essential to include this transport diagnostic in evaluations of simulations predicting future ozone. Eight of 13 models evaluated for vortex isolation had adequate Antarctic vortex isolation in the lower stratosphere. Of these, only four also performed well on the average mean age grade.

- Despite the spread in model performance revealed by the transport diagnostics, all 10 CCMs running the REF-B2 future scenario predict a faster circulation (based on mean age gradients) and younger mean age at the end of the 21st century, indicating that this is a robust result.

CHAPTER 6

- An accurate representation of photolysis rates is an essential component of any CCM chemical scheme. This chapter defined a photolysis benchmark (PhotoComp-2008) for assessing photolysis rates based on a robust mean and standard deviation for the ensemble of contributing models. PhotoComp was completed by 9 of the 18 CCMVal models of which the majority showed good agreement with the benchmark. However, there are several models that should consider improving their photolysis approach or verify photochemical data for certain species.

- Comparison of the fast (radical) photochemistry results from the CCMs with a benchmark photochemical steady state (PSS) model constrained by the abundance of long-lived species and sulfate surface area density (SAD) from each CCM generally shows very good agreement. This indicates that, for a given chemical background, most CCMs calculate the abundance of radicals that regulate ozone in a realistic manner, while exceptions were easily identified.

- Despite the stratospheric sulfate surface area density (SAD) being one of the specified forcings in the CCMVal runs, there is a wide variation in the values of SAD used inside the chemistry calculations.

- Some CCMs show a lack of conservation of tracer mixing ratios. This results in the total abundance of, for example, chlorine or bromine being larger than that specified as the time-dependent surface boundary condition and is likely due to non-conservation in the models’ tracer advection. In addition, not all models followed the specified CCMVal-2 halocarbon scenarios, which complicates interpretation of long-term ozone changes. For bromine some models also included a source due to very short-lived bromocarbons, resulting in a larger inter-model variability in total inorganic bromine (Br$_{tot}$).

- For the distribution of source gases the most significant potential source of error in the chemistry is in the photolysis (see first bullet). Model long-lived tracer-tracer correlations, which are not necessarily sensitive to this, agree well with observations.
• For H$_2$O there is a large spread in CCM stratospheric values. A lot of this spread is related to a spread in stratospheric entry values, but there also appear to be models with an incorrect stratospheric source from CH$_4$ oxidation. These errors in stratospheric H$_2$O will impact on chemistry via HOx and heterogeneous chemistry.

• For the reservoir species CCMs generally capture the expected spatial and seasonal variations. However, there are significant discrepancies for some models and certain species. These discrepancies, for example in N$_2$O, ClONO$_2$ and HNO$_3$, are larger than the expected model chemical variability. Moreover, in some cases the abundance of HCl, the main Cl$_2$ reservoir, exceeds the limit of chlorine imposed by the halocarbon scenarios. This can be due to non-conservation (see above) or differences in stratospheric entry values of inorganic chlorine due to inadequate treatment of tropospheric removal.

• Most models overestimate the abundance of gas-phase HNO$_3$ in the Antarctic winter/spring relative to observations. A few models get the minimum abundance of HNO$_3$ correct with season, but do not represent the vertical extent correctly. These discrepancies point to either biases in the model temperature or shortcomings in the denitrification scheme. CCMs tend to do a better job representing the evolution of gas-phase H$_2$O in the same region and period. In addition, the model surface area densities for HNO$_3$ (e.g., NAT) and H$_2$O containing aerosols vary by a factor of ~10 within each PSC type. More work is needed to compare model PSCs parameters with available observations.

• The conversion of HCl to more reactive species is generally well represented in the Antarctic winter/spring. Most CCMs show near complete conversion of HCl to reactive species in the 500-600 K region between June and September. Below 500 K many models have too high abundance of HCl suggesting the process of activation is not well represented in this region. All but a few models have HCl recovering to an abundance consistent with observations by October.

• Most CCMs accurately represent chemical ozone loss in the Antarctic spring. There are clearly exceptions. Some models agree well with the loss inferred from observations, but not under the correct dynamical conditions. Some CCMs under-estimate chemical ozone loss even though the dynamics are well represented. Only a few models correctly represent the observed chemical ozone loss in the Arctic. CCMs are typically biased warm or do not have the correct variability in this region. These errors are reflected in the multi-model mean for this process, where the Antarctic is consistent with observations and the Arctic under-estimates chemical ozone loss.

CHAPTER 7

• Several of the CCMs analysed reproduce key observed features in the UTLS (including tracer gradients across the extra-tropical tropopause) even with a fairly coarse vertical (1 km) and horizontal (200-400 km) resolution. CCMVal-2 models with semi-Lagrangian transport schemes show too much mixing across the extra-tropical tropopause.

• The tropical tropopause pressure and cold-point temperature (CPT) exhibit significant biases compared to observations and between models, although the seasonal cycles are reasonable. These biases result in a wide range of tropical lower stratospheric H$_2$O values. Comparison of the CPT with H$_2$O reveals in some cases unphysical simulated transport behaviour.

• Lowermost stratosphere (LMS) mass (which is an indicator of tropopause pressure) shows a wide range of skill, with a large number of models performing well, but many performing very poorly. The performance is generally better in the NH than in the SH. The difference can be explained by smaller variations in the LMS mass in the SH, which are more difficult to be captured by the models.

• The seasonal cycle of O$_3$ in the extra-tropical UTLS is for most models quite good, however the amplitude is generally too high at 100 hPa and too low at 200 hPa. The models have difficulties representing both the amplitude and phase of the seasonal cycle in H$_2$O.

• CCMVal simulations into the future exhibit a clear signature of stratospheric O$_3$ depletion and recovery in their extra-tropical tropopause pressure trends. The signature is much stronger in the SH than in the NH,
Simulations show good historical fidelity with observed tropical tropopause pressure trends, and project decreases in tropical tropopause pressure in the 21st century. The rising tropopause is associated with increasing tropical tropopause temperatures and water vapour in the tropical lower stratosphere.

CHAPTER 8

- The annual cycles in column ozone and profile ozone are quite well represented in the majority of the models. In the SH polar lower stratosphere, a few models do not reproduce the anthropogenic induced annual cycle (polar ozone depletion) that dominates the column ozone evolution in later winter and spring.
- All models show the expected minimum in polar variability in the respective summer seasons. However, in the NH active period most of the models tend to under-estimate the interannual polar ozone variability. In the SH, the models both over- and under-estimate interannual polar ozone variability.
- Most models capture the connections between the dynamical processes responsible for the interannual polar ozone variations and the ozone response. Moreover, models with poor performance in interannual polar variability also tend to perform poorly in the diagnosed dynamics-ozone connections.
- The annual mean of the solar cycle in column ozone is well represented by most models, although with some amplitude spread. The latitudinal representation of the solar response in column ozone shows improvements from earlier studies, but a large spread remains especially at mid- to high latitudes due to large interannual variability.
- The direct solar response in temperature and ozone in the upper stratosphere is well represented by most models. Large differences in the vertical structure of the solar signal occur in the tropics below 10 hPa between the models but also between different observational data sets. Uncertainties in the lower stratosphere might be related to non-linear interactions or aliasing with other signals such as the QBO, ENSO, and volcanoes.
- The technique of assimilating the QBO winds or vorticity improves the modelled variability in ozone. However, biases in the amplitude of the QBO ozone signal in the models with the assimilated QBO are comparable to those from models with an internally generated QBO.
- The observed tropical ENSO signal in temperature and ozone is evident in the models, especially in the lower stratosphere where most of the models show a cooling and an ozone reduction. Because of the large role of interannual variability, it is not possible to assess model representation of the extra-tropical ENSO signal in ozone.
- The volcanic signal in ozone differs considerably between models and depends on the method by which the direct effect of volcanic aerosols on the radiative transfer of the stratosphere is represented. This limits the ability to evaluate model performance in simulating the volcanic signal. None of the models reproduce the observed hemispheric asymmetry in post-Pinatubo ozone loss, for either full hemispheric means or for mid-latitudes.

CHAPTER 9

- The multi-model trend estimates of past ozone changes are consistent with the observed changes. Compared with CCMVal-1, the availability of model simulations from 1960 onwards, together with a more robust statistical analysis, has provided a more reliable estimate of model behaviour.
- Models consistently show substantial ODS-induced ozone depletion prior to 1980, especially in the SH.
- Nearly all models completed simulations covering the 1960-2100 period. This provides a stronger basis from which to form an assessment of ozone projections than was previously available under CCMVal-1. This, plus the increased number of contributing models, has decreased the statistical uncertainty in the projected future ozone changes.
- Models generally predict only a small amount of chemical ozone depletion in tropical latitudes. The effect
of the expected strengthened tropical upwelling from climate change is to lower ozone column amounts, such that tropical column ozone may not return even to the values of the 1980s.

• In mid-latitudes, the future column ozone is predicted to recover faster in the NH than in the SH, due to a combination of a stronger Brewer-Dobson circulation in the NH and transport of low ozone from the Antarctic ozone hole in the SH. The projected increase in N$_2$O appears to play a minor role in ozone depletion for the scenario considered, in part because the impact of stratospheric climate change is to reduce the trend in reactive nitrogen amounts.

• Models consistently predict an increase in Arctic ozone from climate change, such that ozone will return to 1980 values before halogens will. This finding has resulted from the more robust statistical approach together with the longer time series, compared with those used in CCMVal-1. However, the large range in model projections, and natural variability, limit the confidence that can be placed in this conclusion.

• While many models simulate reasonably well the Antarctic ozone hole area and depth, based on the standard 220 DU threshold, most do not. This is due to a number of factors, including a large ozone bias in some models and a polar vortex that is typically too small in extent.

• In the models that simulate the current ozone hole well, a residual, albeit intermittent ozone hole remains at the end of the 21st century.

CHAPTER 10

• Compared with CMIP3 simulations, CCMVal-2 simulations have a mean stratospheric climate and variability that is much closer to the observations, based on pointwise comparisons of zonal-mean winds and temperature. In the troposphere, mean climate and synoptic variability are similarly close to the observations in both groups of simulations, while interannual variability tends to be better simulated by the CCMVal models.

• CCMVal-2 models simulate a downward propagation of annular mode anomalies in both hemispheres similar to that observed, with realistic ensemble-mean annular mode variances through the troposphere and stratosphere. However, the peak in variability associated with the break-down of the vortex consistently occurs too late in the year in both hemispheres in the CCMVal-2 models. The simulated SAM tends to be too persistent through the troposphere and stratosphere in summer.

• Over the period 1960-2000 the CCMVal-2 models simulate a spring cooling of the Antarctic polar vortex, and a decrease in Antarctic geopotential height which descends to the troposphere in December-February, and is associated with an intensification and southward shift of the mid-latitude jet.

• The amount of Antarctic ozone depletion in each model is closely correlated with its shift in jet location, amount of broadening of the Hadley Cell, and its increase in SH tropopause height.

• The models indicate that in the 21st century, the effects of ozone recovery and greenhouse gas increases largely cancel leading to little change in jet location, tropopause height, or Hadley Cell width in the SH during summer. The models do not project significant trends in 21st century NH high latitude winter zonal wind.

• Erythemal ultraviolet irradiance, calculated based on CCMVal-2 ozone changes, exhibits an increase throughout the globe in the last decades of the twentieth century. In the 21st century, decreasing chemical depletion is likely to contribute to a decrease in erythemal irradiance globally, while changes in the Brewer-Dobson circulation will tend to enhance the decrease in the Arctic and slow or reverse the decrease in the tropics and Antarctic.

• In the CCMVal-2 simulations ozone depletion causes a small global decrease in the stratosphere-troposphere ozone flux in the 20th century, and its recovery contributes to the 21st century increase. However, a strengthening of the Brewer-Dobson circulation is projected to be the dominant driver of an increase in stratosphere-to-troposphere ozone fluxes in the 21st century.
Recommendations by Chapter

CHAPTER 2

- For future model inter-comparison an online repository for model information should be made available and kept up-to-date by model developers so that users of the model simulations are aware of the specific features of each model.

CHAPTER 3

- CCM radiation schemes should be capable of being run independently of their host models and should regularly be involved in comparison exercises based on detailed sets of reference calculations from line-by-line models. Solar and longwave schemes should be evaluated for a range of realistic circumstances.
- Future radiation scheme comparisons should ideally evaluate the radiative effects of aerosol and cloud as well as trace gases. They should also evaluate the effect of approximations made in CCMs such as the frequency of radiative transfer calculations and the effects of plane-parallel/sphericity approximations.
- Photolysis and solar heating calculations should be merged for consistency.
- Non-local thermodynamic equilibrium effects should be accounted for above 70 km to correctly simulate heating and cooling rates in this region.
- CCMs should include spectral variations in solar irradiance when modelling solar variability in order to induce the correct stratospheric temperature change. Further work is needed to assess the level of spectral detail required.

CHAPTER 4

- Reproducing variability on sub-seasonal time scales (e.g., SSWs and final warming dates) should be regarded as an essential part of a model’s ability to simulate stratospheric dynamics, since this variability can play a key role in determining the mean stratospheric climate. This assessment has shown that many models have significant over- or under-estimates in this variability.
- A key outstanding issue is understanding the cause of the robust multi-model trend in the strength of the Brewer-Dobson circulation. Further inter-comparison of models, including detailed diagnosis of the stratospheric momentum budget, should be carried out to try to understand this trend. Additional observational constraints on the processes involved are also needed.
- In order to better simulate tropical stratospheric variability and its links to the extra-tropics CCMs should move towards simulating a physically realistic, internally generated QBO.
- There are persistent dynamical weaknesses in CCMs (e.g., the timing of the break-down of the polar vortex) which require further work to understand both the resolved and parameterised (gravity-wave) forcing from the troposphere.

CHAPTER 5

- The following features are essential for realistic model transport, particularly for simulation of the Antarctic ozone hole: 1) local conservation of chemical family mixing ratios (e.g., Cl\textsubscript{3}), 2) realistic tropical ascent in the lower stratosphere, 3) realistic mixing between the tropics and extra-tropics, 4) close agreement with all mean age diagnostics, and 5) generation of an isolated Antarctic vortex in the lower stratosphere. Models that reasonably represent these essential attributes have enhanced credibility for prediction of future stratospheric composition.
- Transport improvement efforts should concentrate on the tropical lower stratosphere. The ability to reproduce the observed tracer-derived vertical velocities and to maintain the correct degree of tropical isolation
Executive Summary

seem to be key to the accurate simulation of transport throughout the stratosphere.

CHAPTER 6

- All CCM groups should participate in the PhotoComp 2008 and PSS process diagnostics. These are fundamental diagnostics that will, after successful competition, provide confidence that these models have an accurate representation of chemical processes.
- CCM groups should monitor their sulfate SAD distributions. This chapter has shown that there is a wide variation in what models are using (even though it was prescribed).
- Models must conserve atoms of key chemical families. For example, there are several cases where the stratospheric total inorganic chlorine (or bromine) abundance is much greater than that specified at the surface. This is not necessarily a chemistry issue; it may be due to non-conservation in the CCM tracer advection scheme. However, non-conservation of ozone depleting substances will clearly affect the accuracy of modelled ozone distributions and trends.
- The community must address the issue of how to include very short-lived (VSL) organic bromine species into the boundary condition and chemical mechanism of CCMs. The measurement community has confirmed that these species are important for stratospheric inorganic bromine loading. Comparisons with measured BrO show higher abundances in the atmosphere than are found in all of the standard model simulations. Validation of model bromine chemistry and ozone loss using observations is not possible without a realistic description of the past/present atmosphere. Not including these VSL sources of inorganic bromine also makes interpretation of model derived ozone trends more uncertain. Models also need to be consistent in following the prescribed scenarios of long-lived halocarbons.
- One of the most notable differences between the models was the abundance of Cl\textsubscript{y} at the tropopause and throughout the troposphere. Some models have near zero (<< 50 ppt) values of Cl\textsubscript{y} in these regions of the atmosphere, while other models have much larger values (>> 50 ppt). Models with high levels of Cl\textsubscript{y} at the tropopause tend to have excess Cl\textsubscript{y} throughout the lower stratosphere. We postulate these differences are due to various representations of Cl\textsubscript{y} uptake and removal. In the future, attention should be devoted to model representation of Cl\textsubscript{y} in the troposphere, tropopause, and lower stratosphere regions because models with the higher values of Cl\textsubscript{y} may display a different sensitivity to future changes in stratospheric H\textsubscript{2}O and temperature (i.e., more chlorine available to be activated) than models with lower values of Cl\textsubscript{y}.
- CCM groups should continue to pay attention to how water vapour is coupled to the stratospheric chemistry schemes. GCMs contain a water vapour field which should be coupled to and used by the chemistry module. The dynamics of the GCM, however, needs to be sufficiently realistic to give accurate stratospheric H\textsubscript{2}O abundances.
- The next generation of CCMs should also include a better representation of tropospheric chemical processes (e.g., non-methane hydrocarbons; lighting NO\textsubscript{x} production; detail inclusion of dry and wet deposition processes). This is certainly important for science studies in the troposphere and UTLS region, but also may be important in better representing the overall climate system.

CHAPTER 7

- The quantitative evaluation of the models has been found to be difficult for some diagnostics due to limited representativeness or low accuracy of observations in the UTLS. It will be necessary to compare the UTLS metrics with future measurements to reduce uncertainty in the model comparison associated with potential measurement errors. For this purpose, the observational database for the UTLS should be expanded by measurements with both higher spatial and temporal resolution and sampling, but also reasonable accuracy.
- New observations are needed especially for O\textsubscript{3} and H\textsubscript{2}O in the UTLS with a vertical resolution better than 1 km and a horizontal resolution better than 100 km, especially in the SH and the tropics.
- Evaluating chemical processes in the UTLS should be part of future model validation efforts, including
tropospheric CCMs used for the IPCC. However, to do this properly, future model development is needed that brings together tropospheric and stratospheric chemistry models.

- Part of this model development should include the representation of very short-lived (VSL) species that also represent major sources of bromine in the stratosphere. These VSL provide a range of lifetimes and can discriminate transport from marine and continental source regions into the UTLS.

CHAPTER 8

- The evaluation of the sensitivity of the SH large-scale dynamics to the parameterisation of non-orographic gravity wave drag and its implication for the interannual variability in ozone should be included in future assessments.

- Models should use spectrally resolved solar irradiance data and a suitable radiation and photolysis code. More detailed inter-comparison of radiation and photolysis codes as well as sensitivity studies to understand the complex non-linear interactions of the solar signal with other natural variability signals are needed.

- The simulation of the QBO in CCMs is an outstanding challenge. It is a problem that needs to be addressed comprehensively, because of the dependence of the modelled QBO on the representation of a number of processes, ranging from convective processes to the vertical propagation of atmospheric waves. A successful simulation needs to assess both meteorological and chemical fields.

- The parameterisation of volcanic effects has to be advanced as well as the understanding of observed variations in response to volcanic eruptions.

CHAPTER 9

- The simulation of the Antarctic ozone hole needs to be improved in most models. This can be achieved by improving the simulation of polar stratospheric clouds and their activation of chlorine, and by reducing overall ozone biases.

- The coupling of CCMs to interactive oceans is recommended in the future, in order to make the representation of climate change in the models more physically self-consistent.

- Simulations with different halogen and GHG scenarios need to be completed to complement the simulations in which these quantities are fully varying. While multi-linear regression has been effective in determining the importance of these factors in controlling ozone in the middle and upper stratosphere, the technique is less effective in the lower stratosphere where the dynamical and chemical time scales have periods of a month or more and the causality of the relationships is less clear.

CHAPTER 10

- More CCMs should be coupled to dynamical oceans. This is necessary in order to reliably simulate the tropospheric response to stratospheric perturbations, otherwise it is constrained by the prescribed SSTs.

- Model runs with fixed ODS and both fixed and different GHG scenarios are needed to allow the influences of greenhouse gas changes and ozone depleting substances on tropospheric climate to be separated.
Chapter 1

Introduction

Lead Authors: Veronika Eyring, Ted Shepherd & Darryn Waugh

1.1 Rationale

The stratospheric ozone layer has been depleted by anthropogenic emissions of halogenated species over the last decades of the 20th century until present. Observations show that tropospheric halogen loading is now decreasing (Montzka et al., 2003; WMO, 2007), which reflects the controls on production of ozone-depleting substances (ODSs) by the Montreal Protocol and its Amendments and Adjustments. Ozone is expected to continue to respond to these changes in ODSs but the timing and sensitivity of the response will depend on other changes in the atmosphere. Atmospheric concentrations of greenhouse gases (GHGs) have also increased, and are expected to increase further in the future (IPCC, 2000), with consequences for the ozone layer. As a result of climate change, it is unlikely that the ozone layer will return to precisely its unperturbed state even if the abundance of halogens returns to background levels. Furthermore, climate change complicates the attribution of ozone recovery to the decline of halogenated species.

To predict the future evolution of stratospheric ozone and attribute its behaviour to the different forcings, models are required that can adequately represent both the chemistry of the ozone layer and the dynamics and energetics of the atmosphere, as well as their natural variability. The coupling of stratospheric chemical models with climate models has led to a new generation of models far more complex than those available when the Montreal Protocol was agreed in 1987. Such models, known as coupled Chemistry-Climate Models (CCMs), are three-dimensional atmospheric circulation models with fully coupled chemistry, i.e., where chemical reactions drive changes in at-
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Figure 1.1: Model of the relationships between CCMVal, the CCM groups, and the WMO/UNEP Assessment. From Eyring et al. (2008).

In the past there has been insufficient time to evaluate CCM performance thoroughly while preparing international ozone and climate assessments. The Chemistry-Climate Model Validation (CCMVal) Activity for WCRP’s SPARC project is producing this Report on the evaluation of CCMs so that it provides useful and timely information for the 2010 WMO/UNEP Scientific Assessment of Ozone Depletion, and the IPCC 5th Assessment Report (AR5). The Report is a response to the need to quantitatively assess the confidence that can be placed in the CCMs by a comprehensive evaluation of the ability of CCMs to represent key processes for stratospheric ozone and its impact on climate. Compared to the WMO/UNEP ozone and IPCC climate assessments, the SPARC CCMVal report allows the inclusion of a lot more detail and provides a coherent, integrated assessment of the CCMs based on the CCMVal concept (Eyring et al., 2005, see also Section 1.2). The two-way communication linking the CCM groups with CCMVal and the WMO/UNEP Ozone Assessment is illustrated in Figure 1.1. CCMVal acts as a resource for the modelling groups and for the Ozone Assessment by developing and maintaining evaluation tools for the models, maintaining definitions and boundary condition data for “scenario” experiments, and archiving output data from the models. The CCM groups interact with CCMVal in defining and applying the evaluation tools, using the boundary condition data, and providing model output. It is anticipated that the Ozone Assessment will make use of CCMVal resources by working with the CCM groups to help in defining relevant model scenarios, using the CCMVal data archive at the British Atmospheric Data Centre (BADC) and applying the tools and metrics derived by CCMVal in their evaluation of model results. In addition, the Assessment authors may solicit data from other model groups and, if they wish, may apply CCMVal diagnostic tools to evaluate these model results. The coordination, support, and products that SPARC CCMVal provides for the CCM community represent an important additional resource for the Assessment process.

This Report provides an up-to-date process-oriented evaluation of the ability of CCMs to represent the stratospheric ozone layer, stratospheric climate and climate variability, and the coupled ozone-climate response to natural and anthropogenic forcings. This comprehensive evaluation improves our understanding of the strengths and weaknesses of CCMs and thus increases their integrity and credibility. The evaluation of the CCMs is also used to guide the assessment of the projections of changes in ozone in the 21st century and their impact on tropospheric climate. This Report builds on previous assessments of the family of stratospheric CCMs and their General Circulation Models (GCMs) much of which have been organised under the auspices of the SPARC GCM-Reality Intercomparison Project (GRIPS) and CCMVal activities (Pawson et al., 2000; Eyring et al., 2005) and have contributed directly to the evaluation of CCMs during the preparation of the WMO/UNEP Scientific Assessments of Ozone Depletion (Austin et al., 2003; Eyring et al., 2006, 2007).

The strategy of setting up benchmarks and criteria for a process-oriented model evaluation presented in this Report could also be beneficial for the assessment of other...
components of the Earth system and the development of Earth System Models that integrate our knowledge regarding the atmosphere, ocean, cryosphere and land surfaces, and account for the coupling between physical and biogeochemical processes. Developing the science of quantitative performance metrics is an emerging focus within the WCRP and will be an emphasis of the IPCC AR5.

1.2 CCMVal concept for model evaluation and analysis

The goal of the SPARC CCMVal activity is to improve understanding of CCMs through process-oriented evaluation and to provide reliable projections of stratospheric ozone and its impact on climate. The model evaluation is based on a set of core processes relevant for stratospheric ozone centred around four main categories (radiation, dynamics, transport, and stratospheric chemistry and microphysics), with each process associated with one or more model diagnostics and with relevant data sets that can be used for the evaluation (Eyring et al., 2005, see Figure 1.2). The four ingredients are fundamentally interdependent and interactive and require as inputs, knowledge of human activities and natural processes. These inputs help quantitatively define processes in the atmosphere and expectations for future changes. Trends in atmospheric constituents and parameters associated with climate forcing are examples of important inputs. The CCM output includes a wide array of parameters and diagnostics associated with the four different aspects. The distribution of stratospheric ozone is highlighted separately here because of the strong contemporary interest in halogen-based ozone depletion and the recovery of the ozone loss that has developed over recent decades. The comparisons of model diagnostics and other outputs with atmospheric observations and meteorological analyses are the key to process-oriented CCM evaluation. Finally, the results of the comparisons can be used to provide feedback to the representation of processes in CCMs in order to improve the models. In this way, the uncertainties in future changes in stratospheric ozone and other key model outputs can be reduced, and errors better quantified.

To eliminate many of the uncertainties in the conclusions of earlier multi-CCM evaluations (e.g., Austin et al., 2003) that resulted from differences in anthropogenic and natural forcings as well as from the experimental set-up of individual models, CCMVal has defined reference simulations for the past and for the future. The simulations used
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Figure 1.2: Schematic diagram of the CCMVal evaluation approach. The centre-piece is a CCM comprised of four basic ingredients: transport, dynamics, radiation, and stratospheric chemistry and microphysics. From Eyring et al. (2005), Figure 2.
in the first round of CCMVal (CCMVal-1) were used in the 2006 WMO/UNEP Scientific Assessment of Ozone Depletion (Chapter 6 of WMO, 2007). This Report, which describes the second round of CCMVal (CCMVal-2), defines new reference simulations (see Chapter 2) in support of the 2010 Assessment and evaluates the performance of the eighteen participating CCMs (see Table 1.1).

The role of observations in model evaluation is crucial since both the opportunities and the limitations in the available data need to be well known. A large number of observations from a variety of different platforms and instruments are used in this Report to assess the CCMs. These are summarized in Table 1.2, with further details given within individual chapters.

### 1.3 Quantitative performance metrics

A key aspect of the model evaluation within this Report is the application of observationally-based performance metrics to quantify the ability of models to reproduce key processes for stratospheric ozone. Quantitative performance metrics have been applied to evaluate the CCMVal-1 models (Waugh and Eyring, 2008), and have
also been used for the evaluation of three-dimensional chemical transport models (e.g., Douglass et al., 1999; Brunner et al., 2003; Strahan and Douglass, 2004) and coupled atmosphere-ocean models (e.g., Schmittner et al., 2005; Connolley and Bracegirdle, 2007; Reichler and Kim, 2008; Gleckler et al., 2008; Santer et al., 2009). In contrast to most of the previous studies, the focus in this Report is, as in Waugh and Eyring (2008), on evaluating the key processes rather than the quantity of interest itself, which in this Report is stratospheric ozone. This follows the CCMVal philosophy described in Eyring et al. (2005), and is done partly to more accurately identify the sources of model errors, and partly to circumvent the case where an ozone metric may look good because of compensating errors in the underlying processes.

Applying quantitative performance metrics to a range of observationally-based diagnostics provides several benefits for model evaluation, including

- Easy recognition of the models’ performance for multiple aspects of the simulations;
- Identification of missing or incompletely modelled processes (in the case of systematic biases in the models); and
- Quantitative assessment of model improvements, both for different versions of individual CCMs and for different generations of community-wide collections of models (e.g., CCMVal-1 and CCMVal-2).

However, the application of performance metrics is still an active research topic and involves many subjective decisions, which means that caution is required with the interpretation of metrics. Important issues include the choice of diagnostics, the relative importance of different processes/diagnostics, the choice of the metric, uncertainties in observations, and the statistical limitations of the metrics.

Several different metrics have been used in previous evaluations of atmospheric models. Waugh and Eyring (2008) used the simple metric

\[ g = 1 - \frac{1}{n_g} \left( \frac{\mu_{\text{mod}} - \mu_{\text{obs}}}{\sigma} \right) \]  

(1.1)

where \( \mu_{\text{mod}} \) is the model climatological mean, \( \mu_{\text{obs}} \) is the observed climatological mean, \( \sigma \) is a measure of the uncertainty (see discussion below), and \( n_g \) is a scaling factor (typically 3). Other previously applied climatological mean state metrics include the squared difference between model and observed climatological mean values divided by the observed variance (Reichler and Kim, 2008) and the root mean squared difference between the model and observed climatological mean values (Gleckler et al., 2008). Santer et al. (2009) applied metrics for the seasonal cycle, the variability amplitude and the variability pattern to climate models in addition to the climatological mean and combined them into three overall ranking metrics.

This Report makes use of a variety of metrics: The metric \( g \) used by Waugh and Eyring (2008) is applied in Chapters 4, 5, 6, and 7. In Chapter 7 similar metrics to the mean metric \( g \) are additionally applied to gauge the performance of the models to simulated correlated variability and variance. Chapter 6 also applies a slightly modified version of \( g \) which considers the models’ interannual variability in addition to the uncertainty in the observations in \( \sigma \) of Equation 1.1. In the extra-tropics, evaluation of Chapter 7 as well as in Chapters 8 and 10 the statistical summary of how well two patterns from a test field \( f \) and a reference field \( r \) match each other in terms of their correlation \( R \), their root-mean-square difference \( E \), and the ratio of their variances \( (\sigma_r / \sigma_f) \) are visualised with the help of “Taylor diagrams” (Taylor, 2001) and the correctness of phase and amplitude of the seasonal cycles quantified with the help of skill factors.

A major issue with the application and interpretation of metrics is the robustness of the scores obtained from the metrics. Grewe and Sausen (2009) have recently highlighted the statistical limitations in the metric \( g \) used by Waugh and Eyring (2008), and these limitations need to be considered when interpreting quantitative measures of performance (“grades”) derived from this and other metrics. Observational uncertainties (e.g., \( \sigma \) in Equation 1.1) can influence the outcome of model-data consistency tests (see, e.g., Santer et al., 2003), especially if there are biases in observational data sets. Wherever possible, the possibility of biases in this Report is assessed by using observations from several sources, e.g., from different satellite instruments and platforms.

A possible application of metrics is to form a single model score that can be used to assign relative weights to the ozone projections from each CCM. This was explored by Waugh and Eyring (2008) for different combinations of weights for the diagnostics and metrics applied to the CCMVal-1 simulations. For the limited set of diagnostics that was used in this study there were generally only small differences between weighted and unweighted multi-model mean and variances of total ozone projections, suggesting that the multi-model mean was a robust quantity in CCMVal-1 simulations. However, there are many issues with weighting projections, including the choice and relative importance of diagnostics when forming a single score (Gleckler et al., 2008). Because of this, aggregated model scores are not produced in this Report nor are the performance metrics used to weight ozone projections. However, the metrics are used to provide overall qualitative assessments of model performance and to help interpret model results that are outliers in the ozone projections. Furthermore, the robustness of the multi-model mean ozone projections and uncertainty is tested by taking out these outliers in the projections (see Chapter 9).
### Table 1.2: Overview of observations used in this report for the evaluation of CCMs.

<table>
<thead>
<tr>
<th>Species</th>
<th>Diagnostic (Chapter)</th>
<th>Instrument</th>
<th>Time Period</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Satellite Data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O₃ columns</td>
<td>Mean, variability and trends (8,9), Multiple linear regression analyses (MLR) analysis (8)</td>
<td>Merged satellite data</td>
<td>1970-2007</td>
<td>Stolarski and Frith (2006)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SAGE</td>
<td>1978-2007</td>
<td>updated from Miller et al. (2002); Randel and Wu (2007)</td>
</tr>
<tr>
<td>O₃ profiles and 3D fields</td>
<td>Mean, annual cycle, and trends (7,8), Meridional tracer gradients @200 hPa (7), PDFs of O₃ variability (7), seasonal cycles (7,8), ExTL depth and width (7), MLR analysis (8), stratospheric ozone fluxes (10)</td>
<td>UARS HALOE</td>
<td>1991-2002</td>
<td>Russell et al. (1993); Grooß and Russell (2005)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MLS</td>
<td>2004-2008</td>
<td>Livesey et al. (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MIPAS</td>
<td>2004-2008</td>
<td>von Clarmann et al. (2009)</td>
</tr>
<tr>
<td>H₂, H₂O, CO, O₃, HCl, ClONO₂, HNO₃, N₂O₅, NO₂, BrO</td>
<td>Mean evolution (6)</td>
<td>ENVISAT-MIPAS, Oxford L2</td>
<td>2002-2009</td>
<td>Fischer et al. (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ENVISAT-SCIAMACHY</td>
<td>2002-2009</td>
<td>Rozanov et al. (2005)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACE-FTS</td>
<td>2003-2009</td>
<td>Bernath et al. (2005)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ODIN</td>
<td>2001-2009</td>
<td>Murtagh et al. (2002)</td>
</tr>
<tr>
<td></td>
<td>Seasonal cycles @ 80, 100, 200 hPa (7), Vertical profiles in TP coordinates (7), ExTL depth and width (7), H₂O tape recorder (5)</td>
<td>UARS HALOE</td>
<td>1991-2002</td>
<td>Russell et al. (1993); Grooß and Russell (2005)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MIPAS</td>
<td>2004-2008</td>
<td>von Clarmann et al. (2009)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ENVISET-MIPAS</td>
<td>2002-2004</td>
<td>Glatthor et al. (2005)</td>
</tr>
<tr>
<td>HCl</td>
<td>Mean evolution in SH Polar region – surrogate for chlorine activation (6)</td>
<td>Aura-MLS v2.2</td>
<td>2004-2009</td>
<td>Froidevaux et al. (2008)</td>
</tr>
<tr>
<td>CO</td>
<td>Vertical profiles in TP coordinates (7)</td>
<td>ACE-FTS</td>
<td>2007</td>
<td>Hegglin et al. (2008)</td>
</tr>
<tr>
<td>Clₙ</td>
<td>Time series (5)</td>
<td>Multiple Instruments (e.g., HALOE HCl, Aura MLS)</td>
<td>1991-2006</td>
<td>Lary et al. (2007) and references therein</td>
</tr>
</tbody>
</table>
Table 1.2 continued.

<table>
<thead>
<tr>
<th>Species</th>
<th>Diagnostic (Chapter)</th>
<th>Instrument</th>
<th>Time Period</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>TP inversion layer (7), global mean climatology and trends (3)</td>
<td>COSMIC GPS</td>
<td>2006-2008</td>
<td>Anthes et al. (2008)</td>
</tr>
<tr>
<td>Sulfate Aerosol Surface Area</td>
<td>Sulfate SAD (6)</td>
<td>Based on SAGE and SAGE II</td>
<td>1979-2004</td>
<td>Thomason et al. (1997)</td>
</tr>
<tr>
<td>O3, HCl</td>
<td>Chemical ozone loss (6)</td>
<td>Based on HALOE</td>
<td>1991-2004</td>
<td>Russell et al. (1993); Tilmes et al. (2006)</td>
</tr>
</tbody>
</table>

**Meteorological Reanalyses**

| Temperature                    | Mean and trends (3, 4, 7, 10), MLR analysis (8), PSC threshold temperatures (4)    | ERA-40             | 1979-1999   | Uppala et al. (2005)                           |
|                                |                                                                                     | NCEP               | 1980-1999   | Kalnay et al. (1996)                           |
|                                |                                                                                     | ERA-Interim        | 1989-1999   | Uppala et al. (2008)                           |
| Geopotential height            | Annular Modes (10), Annular Mode relationship to column ozone (8)                   | ERA-40             | 1980-1999   | Uppala et al. (2005)                           |
|                                |                                                                                     | NCEP               | 1980-1999   | Kalnay et al. (1996)                           |
|                                |                                                                                     | NCEP               | 1980-1999   | Kalnay et al. (1996)                           |

**Ground-based Data**

| NO2, ClONO2, HCl               | Mean evolution and variability (6)                                                   | NDACC              | 1990-2008   | Rinsland et al. (2003)                         |
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1.4 Progress beyond the state-of-the-art

This Report describes the second round of CCMVal (CCMVal-2), which presents several advances beyond CCMVal-1. First, the number of participating CCMs has increased from thirteen to eighteen (see Table 1.1). Second, whereas the evaluation in CCMVal-1 focused mainly on diagnostics to evaluate transport and dynamics in the CCMs, a much broader and detailed evaluation, including an assessment of chemical and radiative processes and the UTLS, has been performed in CCMVal-2. Finally, new reference simulations for the future have been performed that cover the entire period from 1960 to 2010.

The CCMVal-2 simulations are used here to answer key scientific issues, including some arising from the 2006 WMO/UNEP Ozone Assessment (Shepherd and Randel, 2007). In particular, the material in this Report aims to pro-
vide:

- **Improved understanding of process-oriented diagnostics and model evaluation.** A wider suite of process-oriented diagnostics is developed compared to that in CCMVal-1, and attempts are made to assess model skill through quantitative performance metrics. This contributes to the growing field of research in this area. The strengths and weaknesses, as well as benefits, of different approaches are analysed.

- **A better understanding of the causes of changes in observed past ozone and related variables.** CCMVal-2 contains improved versions of some of the models that participated in CCMVal-1, and also new CCMs. Together with a more detailed analysis of simulations of past changes in ozone and related variables, and an earlier starting point as compared with CCMVal-1, this allows a more thorough attribution of observed changes and a better understanding of the role of natural variability.

- **A reassessment of the projections of ozone and UV radiation though the 21st century.** In CCMVal-1 most projections only started in 1980 or later (several began only in 1995), and only three CCMs ran beyond 2050. In contrast, in CCMVal-2 the simulations begin in 1960, and most future simulations continue to 2100. The earlier starting date allows a more accurate determination of the milestone when total ozone returns to pre-1980 levels, while the extended simulations allow multi-model ozone projections and an analysis of the causes of ozone changes throughout the 21st century. In addition, improved statistical analysis allows a quantification of uncertainties in the projections.

- **A more detailed understanding of the impact of stratospheric changes on climate.** The Report contains a chapter that focuses on the effects of the stratosphere on climate. This includes the radiative forcing and UV changes from ozone changes, tropospheric effects of polar ozone depletion, and changes in the flux of ozone to the troposphere over long time scales (past and future).

### 1.5 Report Structure

This SPARC CCMVal report consists of three main parts.

**Part A** (Chapter 2) describes the CCMs and simulations to be examined in the Report. It discusses the basic ingredients in the CCMs, in terms of theoretical fundamentals, and their key approximations and uncertainties, as well as providing detailed documentation of the participating CCMs. Chapter 2 also describes the forcing scenarios (*e.g.*, ODSs, GHGs, SSTs, volcanic aerosols, and solar) used for the CCMVal-2 runs that are analysed, and any deviations thereof for particular models assessed in this report. Since the report shows CCMVal-1 model projections in addition to the new CCMVal-2 simulations in Chapter 9, model improvements for individual CCMs that participated in both rounds are also documented here.

**Part B** (Chapters 3 to 7) evaluates the CCMs’ ability to simulate core processes structured around the four categories that are displayed in Figure 1.1 plus the UTLS which is discussed separately here. All key processes in these five categories are evaluated with diagnostics and with relevant data sets, and a quantitative model assessment is made based on performance metrics that confront models with observations. Each chapter discusses the processes that contribute most to uncertainty in current coupled chemistry-climate modelling, future challenges for model developments, and measurement requirements needed to better constrain the models. The key findings per model are also summarized in each chapter, providing a qualitative synthesis of the quantitative assessment. The chapters in Part B also include analysis of long-term changes in the key processes over the past and future (*e.g.*, changes in the Brewer-Dobson circulation, PSC frequency, stratospheric sudden warmings, water vapour budget in the UTLS). This approach provides a coherent framework for the evaluation of CCMs and is used as a basis for the assessment in Part C.

**Part C** (Chapters 8 to 10) examines the coupled ozone-climate response to natural and anthropogenic forcing. Chapter 8 examines the natural variability in the CCMs, and evaluates how well CCMs represent the effects of various sources of coherent forced and unforced natural variability (seasonal cycle, quasi-biennial oscillation (QBO), volcanic, solar, El Niño Southern Oscillation (ENSO)) on stratospheric ozone. Chapter 9 examines long-term projections of stratospheric ozone from the CCMs, focusing on the simulated long-term changes in ozone and the causes of these changes (*i.e.*, their relation to changes in chemistry, dynamics, radiation, transport and UTLS discussed in Part B). Chapter 10 examines the effect of stratospheric changes on the troposphere, and includes analysis of the radiative forcing from ozone changes, tropospheric effects of polar ozone depletion, and changes in the flux of ozone to the troposphere over long time scales.

The key conclusions of the report are summarized in the Executive Summary. It is divided into overall key findings, overall recommendations, and key findings per chapter. The **overall key findings** include a synthesis of the results presented in the individual chapters to provide a coherent assessment of the current generation of CCMs based on the CCMVal concept, including a summary of the results presented in Part C. The **overall recommendations** identify the processes that contribute most to uncertainty in current coupled chemistry-climate modelling, summarize...
future challenges for model development, and advocate best practices in CCM modelling and model evaluation. Key observations and key gaps needed for model evaluation are also identified.
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Summary

This chapter provides ancillary information regarding the models participating in CCMVal-2, the model simulations conducted, forcings used, and diagnostics produced by the simulations. We outline the general problems associated with modelling and predicting chemistry and climate of the stratosphere. We briefly review the major components that make up modern climate-chemistry models (CCMs), addressing dynamics, radiation, chemistry, and transport. A section is devoted to introducing the 16 different models (counting nearly identical models as one) with a focus on new developments since CCMVal-1. Furthermore, we describe the reference simulations performed for CCMVal-2, the associated external forcing fields, and the deviations of the individual model setups from the definitions. We document the diagnostic output fields that modellers have produced from their simulations.

Morgenstern et al. (2010) have published a shortened version of this chapter.
2.1 Introduction

CCMVal makes use of Chemistry Climate Models (CCMs) to simulate the general circulation and the chemistry of the atmosphere from 1960 to about 2100. This period is characterized by marked changes in atmospheric composition and associated climate change. There are two interconnected developments shaping these 140 years: On the one hand, during the 20th century anthropogenic activities caused an approximate 6-folding of stratospheric chlorine (WMO, 2007, assuming CH$_3$Cl to be the only natural source of stratospheric chlorine), and an approximate doubling of bromine, which led to a thinning of the ozone layer everywhere and the occurrence of the ozone hole over Antarctica (Molina and Rowland, 1974; Farman et al., 1985). When these effects were beginning to be identified, a political process was set in motion which resulted the Montreal Protocol and subsequent amendments. Thanks to these interventions, stratospheric halogen levels have peaked around the year 2000 and are anticipated to undergo a slow recovery spanning the 21st century.

On the other hand, other human activities have caused a substantial increase of greenhouse gases. Climate change has now been unambiguously identified, and with “very high confidence” (IPCC, 2007) linked to these human activities. In the stratosphere, climate change is intricately linked to ozone abundances, through a variety of feedback processes involving temperature, transport, ultraviolet (UV), and the influence of non-halogen ozone depletion cycles involving hydrogen and nitrogen radicals (Waugh et al., 2009, and references therein).

Hence during the period covered by CCMVal-2, human influence on the stratosphere is thought to undergo a transition from a past dominated by ozone-depleting substances, particularly chlorofluorocarbons (CFCs), to a future increasing affected by greenhouse gases (GHGs) and climate change.

Within the CCMVal-2 project, chemistry-climate models (CCMs) are used to assess the evolution of the stratosphere under the influence of these two processes, and also taking into account natural perturbations due to volcanoes and solar variability. A comprehensive CCM would consist of a climate model and a chemistry scheme, where the climate model describes the atmosphere – ocean – land system and the different feedbacks determining the magnitude of climate change, and the chemistry scheme processes transported substances and feeds back to the circulation via chemical modification of radiatively active substances. One such model (see below) is participating in CCMVal-2; it is expected that in the near future more such models will reach maturity.

The first round of CCMVal (CCMVal-1), performed in 2006, produced an assessment of stratospheric climate-chemistry modelling (Eyring et al., 2006, 2007) which will form a basis of comparison for the present study, CCMVal-2 (Eyring et al., 2008). Several problems were encountered during CCMVal-1. In particular, only two models covered the whole of the 21st century producing 6 simulations; other models only covered the period to 2050 or earlier (Eyring et al., 2007). Considering the large differences in global ozone between models and relative to observations for the core period (1980-2025; Eyring et al., 2007), the ozone forecast to 2100 produced by CCMVal-1 must be considered uncertain. Serious model problems were identified, e.g., halogen non-conservation (Eyring et al., 2007) leading to erroneous ozone depletion, particularly at high latitudes, temperature biases (Eyring et al., 2006), and errors in the transport formulation (Eyring et al., 2006). Since then, modelling groups have had a few years to address these problems. Moreover, since CCMVal-1, progress in computing capacity has enabled modellers to perform longer and more simulations or, in some cases, to expand the complexity of the models (see below). Thus now more models have completed the long simulations, some performing ensemble calculations, and the designs of many models have been improved (see below) to address the problems identified in CCMVal-1.

2.2 Climate change in CCMVal-2

The experimental design for this evaluation does not require interactive coupling of the atmospheric CCM to an ocean GCM. This constitutes the most important simplification in the current report, and thus all but one model do not account for changes in surface temperature caused by changes in stratospheric composition. Instead, these CCMs prescribe sea surface temperature (SST) and sea ice cover from climate model simulations that were forced by the same observed or projected GHG concentrations. All CCMVal-2 integrations of the 21st century use the middle-of-the-road Special Report on Emission Scenarios (SRES) A1b scenario (IPCC 2001; Section 2.5.3.2). Considering that A1b is only one of the possible scenarios, and that recent CO$_2$ emissions are larger than foreseen in A1b (Global Carbon Budget, 2009; Le Quéré et al., 2009), the lack of consideration of other scenarios needs to be considered when interpreting the current results. Moreover, the impact of climate change on the CCMVal-2 predictions depends not only on the direct radiative impact of GHGs, but also on the realism of the associated parent AOGCM whose SSTs and sea ice are used. Biases in the ocean surface conditions (see below), as well as lacking feedback of ozone-induced climate change onto the ocean in most models, complicate the interpretation of climate change in the CCMs considered here. As noted before, the next generation of CCMs will likely comprise more models incorporating an interactive ocean.
2.3 Major components of chemistry climate models and their coupling by transport and radiation

The major building blocks of CCMs comprise the dynamical core, diabatic physics (e.g., radiation), the transport scheme, and the chemistry and microphysics modules associated with chemical composition change. These major components are linked by feedback processes, whereby dynamics and radiation interact, radiation and chemistry interact through photolysis and GHG and aerosol forcing, and dynamics affects chemistry through the transport of chemical constituents and impacts on temperature and moisture. A schematic depiction of a CCM is given in Figure 2.1.

Table 1.1 (Chapter 1) introduces the models participating in CCMVal-2 with associated institutions, principal investigators, and key references. Table 2.1 lists the main components of these models. Several models share a common heritage. For example, the E39CA, EMAC, and NiwaSOCOL models are all based on the ECHAM GCM. Likewise, the UMETRAC, UMSLIMCAT, and UMUKCA models are based on the Unified Model (UM). However, both ECHAM and the UM have undergone substantial development in recent years, such that models based on the newer versions of these models (EMAC, UMUKCA) may behave quite differently from those based on the older versions (E39CA, NiwaSOCOL, UMETRAC, UMSLIMCAT). CAM3.5 and WACCM are both based on CAM/CLM. The other models may be regarded as independent; however, models often share approaches to certain problems with other models (see below).

2.3.1 Dynamics

2.3.1.1 Dynamical cores and model grids

Dynamical cores describe the temporal evolution of wind, temperature and pressure, or equivalent convenient variables, under the influences of inertia in a rotating framework, gravity and various diabatic forcings. The development of dynamical cores was initially strongly pushed by the needs of numerical weather prediction (NWP), with an emphasis on accurate and highly efficient numerical methods for solving, in most cases, the primitive equations (PEs). An important breakthrough was achieved by the spectral transform method (e.g., Holton, 1992), which for a relatively small number of degrees of freedom allowed accurate and numerically very efficient simulations of baroclinic waves of major concern in NWP. Hence, this method is also frequently used in atmospheric general circulation models for climate research, because of its advantageous performance at low resolution; it is used by roughly half of the CCMVal-2 models (CCSRNIES, CMAM, CNRM-ACM, E39CA, EMAC, MRI, NiwaSOCOL, ULAQ; Table 2.2). The transport equation is however not easily treated in a spectral coordinate system, due to the occurrence of numerical artifacts, hence some “hybrid” models using the spectral transform method perform transport of chemical constituents in physical space (E39CA, EMAC, MRI, NiwaSOCOL; Tables 2.3 and 2.4). Likewise, parameterised and explicit physical processes are difficult to implement in spectral models.

Almost all of the remaining models use a regular

Figure 2.1: Basic structure of a CCM and external forcings (reproduced from WMO, 2007).
Table 2.1: Main structure of CCMs (names of main sub-models), for the atmosphere, ocean, land, transport, and chemistry. F = offline forcing.

<table>
<thead>
<tr>
<th>CCM</th>
<th>Atmospheric GCM</th>
<th>Ocean GCM</th>
<th>Land model</th>
<th>Reference</th>
<th>Transport model for meteorol. active constituents</th>
<th>Chemistry scheme for chemically active constituents</th>
<th>Chemistry scheme</th>
<th>Chemistry scheme</th>
<th>Chemistry scheme</th>
<th>Chemistry scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>AM3</td>
<td>CCRM</td>
<td>N/A</td>
<td>LM3</td>
<td>AM3</td>
<td>AM3</td>
<td>Austin (1991)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| AM3.5 | CAM | CNRM-ACM | N/A | CLM | CAM | CAM | Déqué (2007);
| CCSR/NIES | AGCM5-4g | N/A | N/A | CLASS 2.7 | AGCM3 | ECHAM5 | Déqué (2007); |
| CCSR/NIES | AGCM5-4g | N/A | N/A | Modified | AGCM3 | ECHAM5 | ECHAM4 (2007); |
| CCSR/NIES | AGCM5-4g | N/A | N/A | Modified | AGCM3 | ECHAM5 | ECHAM4 (2007); |
| CMAM | NCOM 1.3 | N/A | N/A | ISBA | ISBA | ECHAM4 | ECHAM4 (2007); |
| CNM-ACM | ARPEGE-Climate version 4.6 | N/A | N/A | E39CA | N/A | ECHAM4 | Roebber et al. (2004); |
| ECHAM3 | N/A | N/A | N/A | ECHAM4 | N/A | ECHAM4 | Roebber et al. (2004); |
| ECMAM | N/A | N/A | N/A | ECHAM5 | N/A | ECHAM5 | Roebber et al. (2004); |
| EMAC | N/A | N/A | N/A | ECHAM5 | N/A | ECHAM5 | Roebber et al. (2004); |
| GEOS5 | N/A | N/A | N/A | CLSM | N/A | ORCHIDEE | Koster et al. (2000); |
| LMDz | N/A | N/A | N/A | ECHAM4 | N/A | ECHAM4 | Koster et al. (2000); |
| MRM | N/A | N/A | N/A | MAECHAM4 | N/A | ECHAM4 | Koster et al. (2000); |
| Niwa-SOCOL | SOCOL | N/A | N/A | MAECHAM4 | N/A | ECHAM4 | Koster et al. (2000); |
| SOCOL | N/A | N/A | N/A | MAECHAM4 | N/A | ECHAM4 | Koster et al. (2000); |
| ULAQ-GCM | N/A | N/A | N/A | MAECHAM4 | N/A | ECHAM4 | Koster et al. (2000); |
| UMTRAC | N/A | N/A | N/A | ULMETAC | HadAM3L64 | N/A | Morgenstern et al. (2009); |
| UMSLIMCAT | HadAM3L64 | N/A | N/A | MOSES-1 | HadAM3L64 | N/A | Morgenstern et al. (2009); |
| UMKCA-METO | HadGEM-A | N/A | N/A | MOSES-2 | HadGEM-A | N/A | Morgenstern et al. (2009); |
| UMUKCA-UCAM | N/A | N/A | N/A | MOSES-2 | HadGEM-A | N/A | Morgenstern et al. (2009); |
| WACCM | N/A | N/A | N/A | ULMETAC | HadAM3L64 | N/A | Morgenstern et al. (2009); |
| WACCM | CAM | N/A | N/A | CAM | CAM | CAM | Morgenstern et al. (2009); |

Note: The table lists the main structure of Chemistry Climate Models (CCMs) across various sub-models for the atmosphere, ocean, land, transport, and chemistry. The chemistry scheme column indicates the specific chemistry scheme used in each model. The table also includes references to the models and their development.
Table 2.2: Governing equations and horizontal discretizations of dynamical cores. QG = quasi-geostrophic. PE = primitive equations, NH = non-hydrostatic. STL = spectral transform linear, STQ = spectral transform quadratic, F[D,V,E]LL = finite [difference, volume, elements] on lat-lon grid. T42 approximately corresponds to 2.8° x 2.8°, T30 to 3.75° x 3.75°.

<table>
<thead>
<tr>
<th>CCM</th>
<th>Gov. equations</th>
<th>Horizontal Discretization</th>
<th>Truncation/resolution</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>PE</td>
<td>FV Cubed sphere</td>
<td>variable, ~200 km</td>
<td>Most results are interpolated to 2°x2.5° grid.</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>PE</td>
<td>FVLL</td>
<td>1.9 (lat) x 2.5 (lon)</td>
<td></td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>PE</td>
<td>STQ</td>
<td>T42</td>
<td></td>
</tr>
<tr>
<td>CMAM</td>
<td>PE</td>
<td>STQ</td>
<td>T31</td>
<td>For dynamics</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>PE</td>
<td>STQ</td>
<td>T42/T63</td>
<td>The linear T63 and the quadratic T42 grids both have a resolution of 2.8° x 2.8°.</td>
</tr>
<tr>
<td>E39CA</td>
<td>PE</td>
<td>STL</td>
<td>T30</td>
<td></td>
</tr>
<tr>
<td>EMAC</td>
<td>PE</td>
<td>STQ</td>
<td>T42</td>
<td></td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>PE</td>
<td>FVLL</td>
<td>2°(lat) x 2.5°(lon)</td>
<td></td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>PE</td>
<td>FVLL</td>
<td>2.5°(lat) x 3.75°(lon)</td>
<td>Arakawa-C</td>
</tr>
<tr>
<td>MRI</td>
<td>PE</td>
<td>STQ</td>
<td>T42</td>
<td></td>
</tr>
<tr>
<td>NiwaSOCOL</td>
<td>PE</td>
<td>STL</td>
<td>T30</td>
<td></td>
</tr>
<tr>
<td>ULAQ</td>
<td>QG</td>
<td>STL</td>
<td>R6 / 11.5°(lat) x 22.5°(lon)</td>
<td>Dynamical core, radiation</td>
</tr>
<tr>
<td>UMETRAC</td>
<td>PE</td>
<td>FDLL</td>
<td>2.5°(lat) x 3.75°(lon)</td>
<td>Arakawa-B</td>
</tr>
<tr>
<td>UMKCA-METO</td>
<td>NH</td>
<td>FDLL</td>
<td>2.5°(lat) x 3.75°(lon)</td>
<td>Arakawa-C</td>
</tr>
<tr>
<td>UMKCA-UCAM</td>
<td>NH</td>
<td>FDLL</td>
<td>2.5°(lat) x 3.75°(lon)</td>
<td>Arakawa-C</td>
</tr>
<tr>
<td>WACCM</td>
<td>PE</td>
<td>FVLL</td>
<td>1.9 (lat) x 2.5 (lon)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.3: Additional horizontal grids in CCMs. CCMs not listed here do not use additional grids.

<table>
<thead>
<tr>
<th>CCM</th>
<th>Grid</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCSRNIES</td>
<td>Quadratic Gaussian</td>
<td>for physics and chemistry</td>
</tr>
<tr>
<td>CMAM</td>
<td>STL</td>
<td>for physics and chemistry</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>T42 Gaussian</td>
<td>Dynamics and transport</td>
</tr>
<tr>
<td></td>
<td>T21 Gaussian</td>
<td>Chemistry</td>
</tr>
<tr>
<td>E39CA</td>
<td>T30 Gaussian</td>
<td>Physics, chemistry, etc.</td>
</tr>
<tr>
<td>EMAC</td>
<td>Quadratic Gaussian</td>
<td>Physics, chemistry, etc.</td>
</tr>
<tr>
<td></td>
<td>equivalent to T42</td>
<td></td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>Catchment</td>
<td>Koster et al. (2000)</td>
</tr>
<tr>
<td>MRI</td>
<td>Quadratic Gaussian</td>
<td>Dynamics + physics + chemistry</td>
</tr>
<tr>
<td></td>
<td>Reduced by a quarter</td>
<td>Radiation</td>
</tr>
<tr>
<td>ULAQ</td>
<td>10°(lat) x 22.5°(lon)</td>
<td>Chemistry, aerosols</td>
</tr>
</tbody>
</table>
Table 2.4: Transport scheme, by tracer. FV = finite volume. FFSL = flux-form semi-Lagrarian. SL = semi-Lagrarian. STFD = spectral transform and finite difference. FFEE = flux form Eulerian explicit.

<table>
<thead>
<tr>
<th>CCM</th>
<th>Physical tracers</th>
<th>Water vapour</th>
<th>Other chemical tracers</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>FFSL</td>
<td>FFSL</td>
<td>FFSL</td>
<td>Lin (2004)</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>FFSL</td>
<td>FFSL</td>
<td>FFSL</td>
<td>Lin (2004); Rasch et al. (2006)</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>STFD</td>
<td>STFD</td>
<td>STFD</td>
<td>Numaguti et al. (1997)</td>
</tr>
<tr>
<td>CMAM</td>
<td>Spectral</td>
<td>Spectral – log(q)</td>
<td>Spectral</td>
<td></td>
</tr>
<tr>
<td>E39CA</td>
<td>Semi-Lagrangian</td>
<td>ATTILA</td>
<td>ATTILA</td>
<td>Reithmeier and Sausen (2002)</td>
</tr>
<tr>
<td>EMAC</td>
<td>FFSL</td>
<td>FFSL</td>
<td>FFSL</td>
<td>Lin and Rood (1996)</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>FFSL</td>
<td>FFSL</td>
<td>FFSL</td>
<td>Lin and Rood (1996)</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>FV</td>
<td>FV</td>
<td>FV</td>
<td>Hourdin and Armengaud (1999)</td>
</tr>
<tr>
<td>MRI</td>
<td>STFD</td>
<td>STFD</td>
<td>Hybrid SL quintic and PRM</td>
<td>Shibata and Deushi (2008b)</td>
</tr>
<tr>
<td>NiwaSOCOL/SOCOL</td>
<td>semi-Lagrangian</td>
<td>semi-Lagrangian</td>
<td>Hybrid</td>
<td>Zubov et al. (1999); Williamson and Rasch (1989)</td>
</tr>
<tr>
<td>ULAQ</td>
<td>FFEE</td>
<td>FFEE</td>
<td>FFEE</td>
<td></td>
</tr>
<tr>
<td>UMETRAC/UMSLIMCAT</td>
<td>Quintic FV</td>
<td>Quintic FV</td>
<td></td>
<td>Gregory and West (2002)</td>
</tr>
<tr>
<td>UMUKCA-METO/UMUKCA-UCAM</td>
<td>SL, quasi-cubic</td>
<td>SL, Hor.: Quasi-cubic, Vert.: quintic</td>
<td>Same as water vapour</td>
<td>Priestley (1993)</td>
</tr>
<tr>
<td>WACCM</td>
<td>FFSL</td>
<td>FFSL</td>
<td>FFSL</td>
<td>Lin (2004)</td>
</tr>
</tbody>
</table>

Table 2.5: Vertical grid: Grid type: L=Lorenz, CP=Charney Phillips, O = other. TP = terrain following hybrid pressure; TA = terrain following hybrid altitude. NTP = non-terrain following pressure.

<table>
<thead>
<tr>
<th>CCM</th>
<th>Grid type, number of levels</th>
<th>Uppermost computational level</th>
<th>Top of model</th>
<th>Coordinate system</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>L48</td>
<td>0.017 hPa</td>
<td>0.01 hPa</td>
<td>TP</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>L26</td>
<td>3.5 hPa</td>
<td>2.2 hPa</td>
<td>TP</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>L34</td>
<td>0.012 hPa</td>
<td>0.01 hPa</td>
<td>TP</td>
</tr>
<tr>
<td>CMAM</td>
<td>O71</td>
<td>0.00081 hPa</td>
<td></td>
<td>TP</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>L60</td>
<td>0.07 hPa</td>
<td>0 hPa</td>
<td>TP</td>
</tr>
<tr>
<td>E39CA</td>
<td>L39</td>
<td>10 hPa</td>
<td>Not 0</td>
<td>TP</td>
</tr>
<tr>
<td>EMAC</td>
<td>L90</td>
<td>0.01 hPa</td>
<td>0 hPa</td>
<td>TP</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>L72</td>
<td>0.015 hPa</td>
<td>0.01 hPa</td>
<td>TP</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>L50</td>
<td>0.07 hPa</td>
<td>0 hPa</td>
<td>TP</td>
</tr>
<tr>
<td>MRI</td>
<td>L68</td>
<td>0.01 hPa</td>
<td>0 hPa</td>
<td>TP</td>
</tr>
<tr>
<td>NiwaSOCOL/SOCOL</td>
<td>L39</td>
<td>0.01 hPa</td>
<td>0 hPa</td>
<td>TP</td>
</tr>
<tr>
<td>ULAQ</td>
<td>CP26</td>
<td>0.04 hPa</td>
<td>Not 0</td>
<td>Log-NTP</td>
</tr>
<tr>
<td>UMETRAC/UMSLIMCAT</td>
<td>L64</td>
<td>0.01 hPa</td>
<td>0.0077 hPa</td>
<td>TP</td>
</tr>
<tr>
<td>UMUKCA-METO/UMUKCA-UCAM</td>
<td>CP60</td>
<td>84 km</td>
<td>84 km</td>
<td>TA</td>
</tr>
<tr>
<td>WACCM</td>
<td>L66</td>
<td>5.96×10^5 hPa</td>
<td>4.5×10^6 hPa</td>
<td>TP</td>
</tr>
</tbody>
</table>
latitude-longitude grid, favoured because it allows for a straightforward discretization of the governing equations on a single grid. Disadvantages are a non-uniform resolution and special treatments required at the poles (e.g., Lanser et al., 2000, Table 2.2). Only the AMTRAC3 model uses neither of the above discretization methods. AMTRAC3 uses a “cubed sphere” grid (Putman and Lin, 2007; Adcroft et al., 2007), based on projecting the edges of a cube onto a sphere around its centre.

The dynamical cores of most CCMs are based on the primitive equations (e.g., Holton, 1992), with terrain-following hybrid-pressure as the vertical coordinate (Table 2.5). The MetOffice’s New Dynamics Unified Model (UMUKCA-METO, UMUKCA-UCAM) solves a non-hydrostatic set of equations (Davies et al., 2005), although UMUKCA is used at a resolution that would justify the hydrostatic approximation. This also results in UMUKCA being the only model using hybrid-height as the vertical coordinate system (i.e., near the surface, the model levels follow the orography, but in the stratosphere are pure height levels; Tables 2.2 and 2.5). The ULAQ CCM uses a geostrophic set of equations (Pitari, 1993), resulting in stronger constraints to simulated dynamics than in the other CCMs (Table 2.2). Also ULAQ use non-terrain following pressure (Table 2.5). Vertical resolution can also play a major role in model performance, e.g., in representing the QBO (see below) or transition regions such as the tropopause. CCMVal-2 models exhibit a wide range of vertical resolutions. For example, the region between 100 and 1 hPa is covered by between 8 and 48 levels (Table 2.6).

### 2.3.1.2 Horizontal diffusion

Diffusion is generally split into horizontal and vertical components. Horizontal diffusion is often used as closure for the discretized horizontal dynamics, which accumulates energy at the resolution limit. Depending on the dynamical core, this is achieved implicitly (GEOSCCM, UMUKCA) or explicitly using a horizontal diffusion term or a form of spectral damping (all other CCMVal-2 models). Due to the lack of a general theory of turbulence, horizontal diffusion schemes vary a lot in their characteristics, but achieve the main purpose of suppressing dynamical instabilities with the least possible impact on large scale features of the general circulation. Models with spectral transform dynamics often apply high-order diffusion operators to be scale selective (CNRM-ACM, E39CA, EMAC, NiwaSOCOL), while those grid-point models requiring explicit diffusion rely on low-order operators, which can be realised with small stencils (CAM3.5, LMDZrepro, WACCM; Table 2.7).

“Sponges”, i.e. increased diffusivity near the model top, are often necessary to reduce the artificial reflection of atmospheric waves off the model top, and are used in the majority of CCMVal-2 models. Depending on the formulation of the sponge, its effects may however extend to lower layers and violate angular momentum conservation (Shepherd et al., 1996; Shepherd and Shaw, 2004; Shaw et al., 2009). Such effects can be avoided if the sponge does not affect the zonal-mean structures (EMAC, CMAM). Some models do not use a sponge at the model

### Table 2.6: Vertical resolution

<table>
<thead>
<tr>
<th>CCM</th>
<th>ps = 850 hPa</th>
<th>850 – 300 hPa</th>
<th>300 – 100 hPa</th>
<th>100 – 1 hPa</th>
<th>Above 1 hPa</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>15</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>CAM3.5</td>
<td>4</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>13</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>CMAM</td>
<td>10</td>
<td>12</td>
<td>7</td>
<td>20</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>12</td>
<td>15</td>
<td>8</td>
<td>21</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>E39CA</td>
<td>5</td>
<td>11</td>
<td>15</td>
<td>8</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>EMAC</td>
<td>4</td>
<td>11</td>
<td>12</td>
<td>48</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>10</td>
<td>18</td>
<td>7</td>
<td>23</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>7</td>
<td>11</td>
<td>8</td>
<td>20</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>MRI</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>42</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>NiwaSOCOL/SOCOL</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>15</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>ULAQ</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>12</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>UMETRAC/UMSLIMCAT</td>
<td>4</td>
<td>13</td>
<td>9</td>
<td>24</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>UMUKCA-METO/UMUKCA-UCAM</td>
<td>8</td>
<td>13</td>
<td>7</td>
<td>22</td>
<td>10</td>
<td>US standard atmosphere</td>
</tr>
<tr>
<td>WACCM</td>
<td>4</td>
<td>7</td>
<td>7</td>
<td>21</td>
<td>27</td>
<td></td>
</tr>
</tbody>
</table>
top (GEOSCCM, MRI, UMUKCA; Table 2.7). Further aspects of numerical diffusion are discussed below in the context of advection schemes (Section 2.3.4.1).

### Table 2.7: Horizontal diffusion

<table>
<thead>
<tr>
<th>CCM</th>
<th>Order of diff. scheme</th>
<th>Linear</th>
<th>Damping time of smallest scales (h)</th>
<th>Range of sponge layer</th>
<th>Reference</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAM3.5</td>
<td>2</td>
<td>Yes</td>
<td>Wavenumber-Dependent</td>
<td>≤14 hPa</td>
<td>Collins et al. (2004)</td>
<td>Divergence Damping</td>
</tr>
<tr>
<td>CCSRNIIES</td>
<td>4</td>
<td>Yes</td>
<td>18</td>
<td>Sponge</td>
<td>Numaguti et al. (1997)</td>
<td></td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>6</td>
<td>Yes</td>
<td></td>
<td></td>
<td>Yessad (2001)</td>
<td></td>
</tr>
<tr>
<td>E39CA</td>
<td>10 (2 at top)</td>
<td></td>
<td>9</td>
<td>≤20 hPa</td>
<td>Roeckner et al. (1996); Land et al. (2002)</td>
<td></td>
</tr>
<tr>
<td>EMAC</td>
<td>10</td>
<td>No</td>
<td>9</td>
<td>Sponge</td>
<td>Roeckner et al. (2003)</td>
<td></td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>No sponge</td>
<td>No explicit diffusion</td>
<td></td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>2</td>
<td></td>
<td>Sponge</td>
<td></td>
<td>Hourdin et al. (2006)</td>
<td></td>
</tr>
<tr>
<td>MRI</td>
<td>4</td>
<td>Yes</td>
<td>18 (p&gt;150hPa)</td>
<td>No sponge</td>
<td>Shibata and Deushi (2008a)</td>
<td></td>
</tr>
<tr>
<td>NiwaSOCOL SOCOL</td>
<td>10</td>
<td>No</td>
<td>6</td>
<td>0.01 hPa (top level)</td>
<td>Manzini and McFarlane (1998)</td>
<td></td>
</tr>
<tr>
<td>ULAQ</td>
<td>N/A</td>
<td>Yes</td>
<td>12</td>
<td>Sponge</td>
<td>Pitari et al. (2002)</td>
<td></td>
</tr>
<tr>
<td>UMETRAC UMSLIMCAT</td>
<td></td>
<td>No</td>
<td></td>
<td>≤0.017 hPa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UMKCA-METO UMKCA-UCAM</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>No sponge</td>
<td>McCalpin (1988)</td>
<td>No explicit diffusion</td>
</tr>
<tr>
<td>WACCM</td>
<td>2</td>
<td>Yes</td>
<td>Wavenumber-Dependent</td>
<td>≤1.6-5 hPa</td>
<td>Collins et al. (2004)</td>
<td>Divergence Damping</td>
</tr>
</tbody>
</table>

The QBO in atmospheric GCMs or CCMs is still a major challenge (Giorgetta et al., 2006). The major difficulty in simulating the QBO arises from the imperfection of tropical convection, which in reality excites a broad spectrum of vertically propagating waves. While CCMs can resolve the large-scale portion of this spectrum, if a suitable vertical resolution is used, a realistic excitation of these waves also depends strongly on the spatial and temporal characteristics of the simulated tropical convective clouds, and therefore on the parameterisation of these clouds (Horinouchi et al., 2003). The contribution of unresolved waves to the wave mean-flow interaction in the QBO shear layers depends entirely on parameterisations of gravity waves. While the simulation of the wave mean-flow interaction is considered to be the biggest challenge, the tropical upwelling also needs to be well simulated, to allow for a realistic quasi-biennial period of the equatorial oscillation in zonal wind (Giorgetta et al., 2006).
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Among the CCMs used for CCMVal-2, EMAC, the UM based models (UMETRAC, UMSLIMCA, and UMUKCA; Scaife et al., 2000), and MRI spontaneously simulate the QBO (Chapter 8). The other models either do not include QBO nudging (AMTRAC3, CMAM, LMDZrepro) and produce no QBO, or the appearance of the QBO depends entirely on the assimilation of the equatorial zonal wind to externally given QBO wind profiles (CAM3.5, CCSRNIES, E39CA, SOCOL, NiwaSOCOL, ULAQ, WACCM; Table 2.8). EMAC also applies nudging in its simulations of the past, in order to synchronise its internally generated QBO with observations. The nudging time scale is typically chosen between 5 and 10 days, i.e., on the time scale of large scale equatorial waves, whose unrealistic representation (due to insufficient vertical resolution and/or excitation by tropical weather) is the primary reason for the absence of a QBO in some CCMs. In EMAC, however, the time scale is 58 days, hence much longer than the time scales of the driving wave spectrum, and the nudging domain is more restricted than in the other models (Table 2.8).

QBO nudging has however limitations:

1. By construction, the nudging of zonal wind introduces localized momentum sources and sinks, thus violating the internal momentum budget of the atmosphere.

2. The QBO is an internal mode of variability, but nudging makes the QBO dependent on boundary conditions. This will destroy any internal variability arising from two-way interaction with the extra-tropics (Anstey et al., 2010).

3. Nudging generally results in a realistic zonally averaged structure of the QBO, but does not repair the potentially deficient wave structures. QBO nudging can therefore contribute to QBO signals related to zonal mean effects, but not to QBO signals dependent on waves, e.g., eddy fluxes of tracers.

4. Simulations covering the future cannot use nudging to observations.

### 2.3.1.4 Gravity wave drag

Gravity wave drag (GWD) is among the drivers of meridional overturning in the middle atmosphere, a.k.a. the Brewer-Dobson Circulation (McIntyre, 1995), and of the QBO (Section 2.3.1.3). The small spatial scales and complications due to wave breaking require their effects to be parameterised. Gravity waves are excited by tropospheric processes, mainly flow over topography and frontal and other forms of convection. Hence GWD parameterisations are usually divided into two parts, orographic and non-orographic. CAM3.5, CNRM-ACM, and WACCM link GWD to tropospheric convection (Bossuet et al., 1998; Richter et al., 2009; Table 2.9); in the other models, this link is not incorporated. McLandress and Scinocca (2005) examine the impacts on middle-atmosphere dynamics of three different GWD schemes (Hines, 1997a,b; Alexander and Dunkerton, 1999; Warner and McIntyre, 2001), variants of

---

**Table 2.8:** Usage of QBO nudging in CCMVal-2 simulations: CCM name; experiments run with QBO nudging; variable that is nudged, ‘</x>’ indicates that the nudging is applied on the zonal-mean of the variable x, while ‘x’ indicates local nudging; time scale in (days) used for the nudging in the core of the QBO domain; latitude range in °latitude where the nudging is applied; height range of the QBO nudging in hPa or km for pressure or height based vertical coordinate systems, respectively. Models not listed here do not impose a QBO but may have an internally generated QBO.

<table>
<thead>
<tr>
<th>CCM</th>
<th>Experiments including QBO nudging</th>
<th>Nudged variable</th>
<th>Time scale (day)</th>
<th>Latitude range (°)</th>
<th>Pressure range (hPa)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAM3.5</td>
<td>REF-B1</td>
<td>u</td>
<td>10</td>
<td>22°S-22°N</td>
<td>90 – 3 hPa</td>
<td></td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>REF-B1</td>
<td>&lt;u&gt;</td>
<td>5</td>
<td>Tropics</td>
<td>Mid-stratosphere</td>
<td></td>
</tr>
<tr>
<td>EMAC</td>
<td>REF-B1</td>
<td>u</td>
<td>58</td>
<td>7°S-7°N</td>
<td>50 – 15 hPa</td>
<td></td>
</tr>
<tr>
<td>NiwaSOCOL SOCOL</td>
<td>REF-B1</td>
<td>u</td>
<td>7</td>
<td>10°S-10°N (full), 20°S-10°S, 10°N-20°N (tapered)</td>
<td>90 – 3 hPa</td>
<td>Giorgetta (1996)</td>
</tr>
<tr>
<td>ULAQ</td>
<td>REF-B1</td>
<td>rel. vorticity</td>
<td>10</td>
<td>23°S-23°N</td>
<td>107 – 2.8 hPa</td>
<td></td>
</tr>
<tr>
<td>WACCM</td>
<td>REF-B1</td>
<td>u</td>
<td>10</td>
<td>22°S-22°N</td>
<td>90-3 hPa</td>
<td></td>
</tr>
</tbody>
</table>
Table 2.9: Orographic and non-orographic gravity wave drag.

<table>
<thead>
<tr>
<th>CCM</th>
<th>Reference for orographic GWD</th>
<th>Sources for nonorographic GWG</th>
<th>Launch level for prescribed gravity waves</th>
<th>Latitude range for param. gravity waves</th>
<th>Reference for nonorographic GWD</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAM3.5</td>
<td>McFarlane (1987)</td>
<td>Parameterised using deep convective heating and frontal zones</td>
<td>ground (orog. waves); 100 hPa (deep convection); 500 hPa (fronts)</td>
<td>90°S-90°N</td>
<td>Richter et al. (2009)</td>
</tr>
<tr>
<td>E39CA</td>
<td>Miller et al. (1989)</td>
<td>None</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMAC</td>
<td>Lott (1999); Lott and Miller (1997)</td>
<td>Parameterised</td>
<td>640 hPa</td>
<td>90°S-90°N</td>
<td>Hines (1997a,b)</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>Lott and Miller, (1999); Lott (1999); Lott et al. (2005)</td>
<td>Parameterised</td>
<td>Surface</td>
<td>90°S-90°N</td>
<td>Lott et al. (2005) (based on Hines (1997a,b))</td>
</tr>
<tr>
<td>MRI</td>
<td>Iwasaki et al. (1989)</td>
<td>Parameterised</td>
<td>Lowest level</td>
<td>Uniform + tropical enhancement</td>
<td>Hines (1997b)</td>
</tr>
<tr>
<td>SOCOL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ULAQ</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UMUKCA-UCAM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WACCM</td>
<td>McFarlane (1987)</td>
<td>Parameterised using deep convective heating and frontal zones</td>
<td>ground (orog. waves); 100 hPa (deep convection); 500 hPa (fronts)</td>
<td>90°S-90°N</td>
<td>Richter et al. (2009)</td>
</tr>
</tbody>
</table>
which are widely used across the CCMVal-2 models (Table 2.9). The three schemes, when employed in a comparable way, produce very similar dynamical responses despite differences in the dissipation mechanisms. This suggests that differences in responses to GWD are mainly due to adjustable parameters in the schemes, such as the properties of the launch spectrum or the launch height, but not the dissipation mechanism. E39CA does not have a representation of non-orographic GWD because of the low top in this model. ULAQ represents the effect of GWD through Rayleigh friction (Table 2.9), which violates momentum conservation (Shepherd and Shaw, 2004). Momentum conservation can also be violated in flux-based GWD parameterizations if momentum flux is allowed to escape out the top of the model domain (Shaw and Shepherd, 2007).

2.3.2 Radiation

Radiative processes lead to additional challenges in the development of CCMs, especially concerning the solar UV radiation relevant for dynamics and chemistry. Traditionally separate radiative transfer schemes are used for shortwave heating and photolysis; this is the case in all CCMVal-2 models except CCSRNIES (Akiyoshi et al., 2009) and WACCM (Kinnison et al., 2007). Radiative transfer schemes for shortwave heating often use relatively broad spectral bands covering the solar spectrum from the near infrared to the UV, and include scattering by air molecules and cloud and aerosol particles (e.g., Edwards and Slingo, 1996). Radiative transfer schemes used for photolysis (Section 2.3.3.5) need to resolve the UV spectrum much better, and scattering may be treated differently (e.g., Lary and Pyle, 1991). All models use the two-stream approximation for short-wave radiation (a common simplification used in radiative transfer modeling; Table 2.10). An inspection of the number of spectral bands, both in the shortwave and the longwave part of the spectrum (Table 2.11), reveals substantial differences in spectral resolution. Models that cover the upper atmosphere (WACCM, CMAM) also include chemical heating (i.e., the heating produced by some exothermic / endothermic chemical reactions, which is typically ignored at lower levels; Marsh et al., 2007) and non-local thermodynamical equilibrium (LTE) effects, produced e.g., by excitation of vibrational states of molecules under conditions of low collision probability (low density; Kockarts, 1980; Fomichev et al., 1998). A more detailed discussion on radiation in CCMVal-2 models, including an offline comparison of the models’ radiation schemes, is the subject of Chapter 3.

2.3.3 Chemistry and composition

2.3.3.1 Stratospheric chemistry

Tables 2.12 and 2.13 summarize broadly the scopes of the different chemical schemes in use for CCMVal-2. More detail is in the online supplement. All models participating in CCMVal-2 employ an inorganic chemistry scheme including chlorine chemistry; all but the E39CA model also contain an explicit representation of bromine chemistry. In the E39CA model, bromine chemistry is parameterised (supplement to Stenke et al., 2009). The number and type of source gases for chlorine and bromine varies greatly between models. Lumpig (i.e., adding the halogen atoms of those source gases not represented in the chemistry schemes to those that are, with similar lifetimes) is used widely across the CCMVal-2 models (Section 2.5.2.2); only AMTRAC3, CCSRNIES, CNRM-ACM, NiwaSOCOL, and UMETRAC do not use it. Particularly for UMSLIMCAT and UMUKCA this has a big impact on the few halogen sources gases (CFC-11, CFC-12, CHBr) represented in their schemes (Chipperfield, 1999). AMTRAC3 and UMETRAC do not transport the halogen source species directly, but the local rates of change of inorganic chlorine and bromine are calculated using tabulated functions of the derivatives of the source molecules with respect to the age of air (Austin and Butchart, 2003). Although modellers have been asked to update their kinetics data to JPL (2006), few have done so completely and most use a mixture of different sources (Table 2.12; Chapter 6). A detailed assessment of chemistry in CCMVal-2 models, including a comparison with a benchmark photochemical steady-state (PSS) model, is the subject of Chapter 6. Also a comprehensive listing of reactions can be found there.

2.3.3.2 Tropospheric chemistry

The major target of CCMVal-participating models is currently not the troposphere but the stratosphere; hence tropospheric chemistry is simplified or absent in most models. This is motivated by the success e.g., of stratospheric chemistry-transport models in broadly reproducing stratospheric ozone without considering tropospheric chemistry (e.g., Chipperfield, 1999). However, the absence of tropospheric chemistry in most CCMVal-2 models must be regarded as a limitation. Only CAM3.5, EMAC, and ULAQ include a comprehensive representation of tropospheric chemistry (Table 2.13); these models are however characterized by low resolution (ULAQ), a low model top (CAM3.5), or few simulations (EMAC). This reflects the added cost imposed by tropospheric chemistry. In the other models, tropospheric composition is handled in a variety of ways: Introduction of background tropospheric chemi-
Table 2.10: Shortwave radiation. 2-s: Two-stream.

<table>
<thead>
<tr>
<th>CCM</th>
<th>Reference</th>
<th>Description</th>
<th>Clouds</th>
<th>Spectral interval boundaries (nm)</th>
<th>Gas abs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAM3.5</td>
<td>Briegleb et al. (1992); Collins et al. (2004)</td>
<td>Δ-Eddington 2-s</td>
<td>Random / max. overlap</td>
<td>19 intervals (&gt;200nm); &lt;200nm consistent with photolysis.</td>
<td>O₂, O₃, CO₂, H₂O</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>Nakajima and Tanaka (1986); Nakajima et al. (2000)</td>
<td>2-s random overlap</td>
<td>[200,217],[217,233],[233,278],[278,290],[290,303],[303,317],[317,690],[690,2500],[2500,4000]</td>
<td>O₂, O₃, CO₂, H₂O</td>
<td></td>
</tr>
<tr>
<td>CMAM</td>
<td>Fouquart and Bonnel (1980); Fomichev et al. (2004)</td>
<td>Δ 2-s Maximum or random overlap</td>
<td>[250,690],[690,1190],[1190,2380],[2380,4000]; Separate parameterizations for near-IR CO₂ [1200,4300] above 1 hPa and O₂ absorption in SRC [125-175] and SRB [175-205] above 0.25 hPa</td>
<td>O₂, O₃, CO₂, H₂O</td>
<td></td>
</tr>
<tr>
<td>E39CA</td>
<td>Fouquart and Bonnel (1980)</td>
<td>Δ 2-s Maximum to random overlap</td>
<td>[245-685]</td>
<td>O₂, O₃, CO₂, H₂O</td>
<td></td>
</tr>
<tr>
<td>EMAC</td>
<td>Nissen et al (2007); Fouquart and Bonnel (1980); Roeckner et al. (2003)</td>
<td>Δ 2-s Maximum to random overlap</td>
<td>[121.6],[125,175],[175,205],[206,244],[244,278],[278,362],[362,683] (49 bands), [690,1190],[1190,2380],[2380,4000]</td>
<td>O₂, O₃, CO₂, H₂O</td>
<td></td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>Chou and Suarez (1999); Sud et al. (1993); Chou et al. (1997)</td>
<td>Δ-Eddington 2-s Maximum random overlap</td>
<td>[175-225],[225-245],[245-260],[280-295],[295-310],[310-320],[320-400],[400-700],[700-1220],[1220-2270],[2270-10000]</td>
<td>O₂, O₃, CO₂, H₂O, CH₄, N₂O, NO₂</td>
<td></td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>Fouquart and Bonnel (1980)</td>
<td>2-s Maximum or random overlap</td>
<td>[250,680],[680,4000]</td>
<td>O₂, O₃, CO₂, H₂O</td>
<td></td>
</tr>
<tr>
<td>NiwaSOCOL</td>
<td>Fouquart and Bonnel (1980); Egorova et al. (2004)</td>
<td>Δ 2-s Maximum or random overlap</td>
<td>[250-680],[680-4000]; parameterization for O₂ and O₃ absorption in L-α [121-122], SRB [175-205] and HC [200-250]</td>
<td>O₂, O₃, CO₂, H₂O</td>
<td></td>
</tr>
<tr>
<td>SOCOL</td>
<td>Fouquart and Bonnel (1980); Egorova et al. (2004)</td>
<td>Δ 2-s Maximum or random overlap</td>
<td>[250-680],[680-4000]; parameterization for O₂ and O₃ absorption in L-α [121-122], SRB [175-205] and HC [200-250]</td>
<td>O₂, O₃, CO₂, H₂O</td>
<td></td>
</tr>
<tr>
<td>ULAQ</td>
<td>Lacis et al. (1992); Pitari (1993); Pitari et al. (2002)</td>
<td>Δ-Eddington 2-s Maximum random overlap</td>
<td>[250,680],[680,4000]; parameterization for O₂ and O₃ absorption in L-α [121-122], SRB [175-205] and HC [200-250]</td>
<td>O₂, O₃, CO₂, H₂O</td>
<td></td>
</tr>
<tr>
<td>UMETRAC</td>
<td>Edwards and Slingo (1996); Zdunkowski et al. (1982); Zhong et al. (2001)</td>
<td>2-s Maximum to random overlap</td>
<td>[116,175],[175,200],[200,245],[245,320],[320,690],[690,1190],[1190,2380],[2380,4000]</td>
<td>O₂, O₃, CO₂, H₂O</td>
<td></td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>Edwards and Slingo (1996); Zdunkowski et al. (1982); Zhong et al. (2001)</td>
<td>2-s Maximum to random overlap</td>
<td>[200,245],[245,320],[320,690],[690,1190],[1190,2380],[2380,4000]</td>
<td>O₂, O₃, CO₂, H₂O</td>
<td></td>
</tr>
<tr>
<td>UMKCA-METO</td>
<td>Edwards and Slingo (1996); Zdunkowski et al. (1982); Zhong et al. (2008)</td>
<td>2-s, Maximum to random overlap</td>
<td>[200,320],[320,690],[690,1190],[1190,2380],[2380,4000]</td>
<td>O₂, O₃, CO₂, H₂O</td>
<td></td>
</tr>
<tr>
<td>UMKCA-UCAM</td>
<td>Edwards and Slingo (1996); Zdunkowski et al. (1982); Zhong et al. (2008)</td>
<td>2-s. Maximum to random overlap</td>
<td>[200,320],[320,690],[690,1190],[1190,2380],[2380,4000]</td>
<td>O₂, O₃, CO₂, H₂O</td>
<td></td>
</tr>
<tr>
<td>WACCM</td>
<td>Briegleb et al. (1992); Collins et al. (2004)</td>
<td>Δ-Eddington 2-s Random / max. overlap</td>
<td>19 intervals (&gt;200nm); &lt;200nm consistent with photolysis</td>
<td>O₂, O₃, CO₂, H₂O</td>
<td></td>
</tr>
<tr>
<td>CCM</td>
<td>Reference</td>
<td>Description</td>
<td>Spectral interval boundaries (μm)</td>
<td>Gas abs.</td>
<td>Chem. heating</td>
</tr>
<tr>
<td>-------------</td>
<td>-------------------------------</td>
<td>------------------------------------------</td>
<td>-----------------------------------</td>
<td>----------</td>
<td>--------------</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>Collins et al. (2004)</td>
<td>Broad Band Approach</td>
<td>Collins et al. (2004)</td>
<td>H₂O, CO₂, O₃, CH₄, N₂O, F₁₁, F₁₂, NO</td>
<td>NO</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>Nakajima et al. (2000)</td>
<td>Discrete ordinate and k-distribution</td>
<td>[4.00,5.00], [5.00,7.14], [7.14,9.09], [9.09,10.1], [10.1,13.0], [13.0,18.2], [18.2,25.0], [25.0,40.0], [40.0,200]</td>
<td>H₂O, CO₂, O₃, CH₄, N₂O, CFCs</td>
<td>NO</td>
</tr>
<tr>
<td>CMAM</td>
<td>Morcrette (1991); Fomichev et al. (2004)</td>
<td>&gt;39 hPa: 2-s; &lt; 6.7 hPa: Matrix param. 6.7-39: Merging region</td>
<td>Below 39 hPa: [6.9,8.0 : 3.5,5.3], [9.0,10.3], [10.3,12.5 : 8.0,9.0], [12.5,20.0], [20.0,28.6], [28.6,10000 : 5.3,6.9]; Above 6.7 hPa: 15 μm CO₂, 9.6 μm O₃ and rotational H₂O bands</td>
<td>H₂O, CO₂, O₃, CH₄, N₂O, CFCs</td>
<td>YES</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>Morcrette (1990, 1991)</td>
<td>FMR ; 2-stream</td>
<td>[28.6,]+[5.3,6.9], [20.0,28.6], [12.5,20],[10.3,12.5]+[8.9],[9 ,10.3],[6.9,8]+[3.5,5.3]</td>
<td>O₃, H₂O, CO₂, CH₄, N₂O, F₁₁</td>
<td>NO</td>
</tr>
<tr>
<td>E39CA</td>
<td>Morcrette (1991)</td>
<td>Broad-band flux emissivity method in six spectral intervals</td>
<td>[3.55,8], [8,10.31], [10.31,12.5], [12.5,20], [20,28.57], [28.57,1000]; wavenumbers 0 to 2.82 x 10⁵ m⁻¹</td>
<td>H₂O, CO₂, O₃, CH₄, N₂O, F₁₁, F₁₂</td>
<td>NO</td>
</tr>
<tr>
<td>EMAC</td>
<td>Roeckner et al. (2003); Mlawer et al. (1997)</td>
<td>Correlated-k method, RRTM</td>
<td>[3.3,3.8], [3.8,4.2], [[4.2,4.4], [4.4,4.8], [4.8,5.6], [5.6,6.8], [6.8,7.2], [7.2,8.5], [8.5,9.3], [9.3.,10.2], [10.2,12.2], [12.2,14.3], [14.3,15.9], [15.9,20], [20,40], [40,1000]</td>
<td>H₂O, CO₂, O₃, CH₄, N₂O, F₁₁, F₁₂</td>
<td>NO</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>Chou et al. (2001)</td>
<td>k-distribution and table look-up</td>
<td>[29.4,10000], [18.5,29.4], [16.1,18.5], [13.9,16.1], [12.5,13.9], [10.2,12.5], [9.09,10.2], [7.25,9.09], [5.26,7.25], [3.33,5.26]</td>
<td>H₂O, CO₂, O₃, F₁₁, F₁₂, F₂₂, CH₄, N₂O</td>
<td>NO</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>Morcrette (1991)</td>
<td>Broad-band flux emissivity method in six spectral intervals</td>
<td>[3.55,8], [8,10.31], [10.31,12.5], [12.5,20], [20,28.57], [28.57,1000]; wavenumbers 0 to 2.82 x 10⁵ m⁻¹</td>
<td>H₂O, CO₂, O₃, CH₄, N₂O, F₁₁, F₁₂</td>
<td>NO</td>
</tr>
<tr>
<td>MRI</td>
<td>Shibata and Aoki (1989)</td>
<td>Multi-parameter-random model</td>
<td>20-550-800-1200-2200 cm⁻¹; [4.55,8.33], [8.33,12.5], [12.5,18.2], [18.,2,50]</td>
<td>H₂O, CO₂, O₃, CH₄, N₂O</td>
<td>NO</td>
</tr>
</tbody>
</table>
try/methane oxidation (AMTRAC3, CCSRINES, E39CA, MRI, NiwaSOCOL, UMETRAC, UMUKCA, WACCM); relaxation of tropospheric ozone and/or other constituents to a climatology (AMTRAC3, GEOSCCM, CNRM-ACM, LMDZrepro, UMETRAC); or the treatment of chemical species as passive tracers below a level (CMAM, UMSLIMCAT; Table 2.13).

2.3.3.3 Mesospheric and upper atmospheric chemistry and physics

Processes specific to the upper atmosphere include ion chemistry, solar particle precipitation associated with NO_x production, and other effects. Mesospheric NO_x production is thought to affect NO_x abundances in the stratospheric polar vortex (Vogel et al., 2008) although its magnitude is uncertain and dependent on solar activity. Only WACCM has explicit representations of these upper-atmospheric processes (Garcia et al., 2007). EMAC (Baumgaertner et al., 2009), MRI, and WACCM treat the production of NO_x by cosmic rays and solar particles in the mesosphere; the CMAM model takes this into account by imposing an upper boundary condition (at ~95 km) for NO_x of 1 ppmv.

2.3.3.4 Time-integration of chemical kinetics

Homogeneous reactions (i.e., reactions between free-moving gas phase molecules) are represented by simultaneous first-order, first-degree, homogeneous ordinary differential equations and thus their solutions are generally not chaotic (Shepherd, 2003). This sets them apart from the chaotic properties of atmospheric dynamics. However, chemical reactions are stiff in that the lifetimes of individual species vary by many orders of magnitude (e.g., Jacobson, 1999). To obtain stable and accurate solutions for such stiff chemical equations, different numerical methods have been used in atmospheric chemistry. Most popular is the family method (e.g., Ramaroson et al., 1992; Douglass...
and Kawa, 1999), adopted by all CCMVal-2 models except CAM3.5, CMAM, EMAC, (Niwa)SOCOL, UMUKCA, and WACCM. This method relies on the fact that there are groups (families) of gases, namely the odd oxygen (O₃), odd hydrogen (H₂O₃), odd nitrogen (NO₃), chlorine (ClO₃), and bromine (BrO₃) families, within which family members are linked by fast reactions (meaning that equilibrium assumptions can be made), but the lifetimes of the families as a whole are much longer. As a result, families are treated as long-lived species and can be integrated with a longer time step. Indeed, the family method is accurate for moderate- and low-stiffness systems, but, to be so, the families need to be carefully set up and validated. The grouping of species into families for chemistry does not need to correspond to any grouping adopted for transport (de Grandpré et al., 1997; Dameris et al., 2005).

By contrast, the non-families methods, used by CAM3.5, CMAM, EMAC, (Niwa)SOCOL, UMUKCA, and WACCM (Kinnison et al., 2007; Morgenstern et al., 2009), make no such a priori assumption about lifetimes. Advantages of non-families chemistry include the possibility to extend the chemistry scheme into the upper atmosphere (above approximately 60 km, where the chemical equilibrium assumption underlying the family formulations is not valid). Solvers in this category comprise a Rosenbrock-type predictor-corrector method (EMAC), a combined explicit-implicit backward-Euler method (CAM3.5, CMAM, WACCM), and the Newton-Raphson iterative method ((Niwa)SOCOL, UMUKCA).

2.3.3.5 Photolysis

There are two methods for the calculation of photolysis rates, the online and the offline (look-up table) methods. Offline methods involve filling, for every photolysis reaction included in the model, a table of photolysis rates as functions of pressure, solar zenith angle (SZA), with SZAs up to 100° taken into consideration, overhead ozone column, and often temperature (e.g., Lary and Pyle, 1991; Table 2.14). SZAs larger than 90° are important for polar spring ozone depletion triggered by solar radiation which reaches the stratosphere earlier than the Earth’s surface, due to the Earth’s curvature. The tables are filled offline or once at the start of a simulation. Interpolation then yields the photolysis rates at any time and location of the model simulation. This method is computationally efficient; however, it usually limits the number and types of physical effects that can be considered. For example, surface albedo, clouds, and aerosols are often assumed uniform (e.g., Chipperfield, 1999). If solar cycle effects are included, the photolysis tables need to be updated periodically, or the phase of the 11-year cycle needs to be among the interpolation parameters (AMTRAC3).

By contrast, models using online photolysis schemes (CAM3.5, CCSRNIES, EMAC, E39CA, WACCM) evaluate the radiative transfer equation at the time of simulation, accounting in addition for variations in cloudiness, albedo, and solar output (Landgraf and Crutzen, 1998; Bian and Prather, 2002) which are usually ignored by offline photolysis methods. As noted before, CCSRNIES and WACCM treat photolysis and shortwave radiation consistently, whereas the other models calculate shortwave radiation and photolysis separately, possibly leading to inconsistencies. A detailed investigation of photolysis in CCMVal-2 models is the subject of the PHOTOCOMP study (Chapter 6).

2.3.3.6 Heterogeneous reactions and PSC microphysics

On the surfaces of liquid and solid particles, certain chemical reactions proceed efficiently between gas molecules and adsorbed or substrate molecules in the surface layer. Such reactions are called heterogeneous. The heterogeneous reactions are described by a first-order loss process for the gas reactant, and the rate constant is proportional to the thermal velocity of the gas molecules, the particulate surface area density, and an uptake coefficient. The uptake coefficient is dimensionless with a value between 0 and 1, and typically depends on temperature and pressure (JPL, 2006).

In the CCMVal-2 models, two types of particles, sulfate aerosols and polar stratospheric clouds (PSCs), are considered in the stratosphere. Sulfate aerosols result from oxidation of sulfur-containing precursors (e.g., OCS) during volcanically clean periods; in addition, explosive volcanic eruptions can cause temporary increases in the sulfate aerosol abundance by orders of magnitude (e.g., Robock, 2002). The absence of representations of stratospheric aerosol physics and chemistry in CCMVal-2 models means that sulfate aerosol needs to be externally imposed (Section 2.5.3.4). PSCs, on the other hand, are internal variables, and there are large differences among CCMs for their treatments, regarding their formation mechanisms, types, and sizes (Tables 2.15 and 2.16). All CCMs include water-ice PSCs and some form of sulfate aerosol; all except CMAM (Hitchcock et al., 2009) furthermore include HNO₃· 3 H₂O (nitric acid trihydrate, NAT). Heterogeneous reactions also differ between CCMs. The most important reactions for chlorine activation, and N₂O₅ hydrolysis leading to HNO₃ formation (Table 2.15, columns 2-5) are present in all models. The treatment of reactions involving bromine is less consistent; this may be because heterogeneous activation of bromine is less important than that of chlorine due to the absence of a photochemically stable inorganic reservoir for bromine (as is HCl for chlorine; Brasseur et al., 1999).

The conditions at which PSCs are condensed and evaporated vary, not only for water-ice PSCs but also for...
Table 2.12: Chlorine, bromine, and NMHC source gases, type of chemical scheme, origin of kinetic and photolysis data. NMHC source gases are primary organic species with more than 1 carbon atom per molecule. Lumping means replacing unrepresented with represented species for chemistry. F10 = CCl4, F11 = CFCl3, F12=CF2Cl2, F113 = CF2ICIClCl, F114 = (CF2Cl)2, F115 = CF2ICICFl, F123 = CHCl2CF3, F21 = CHFCl2, F22 = CHF2Cl, F141b = CH2=CFCl2, F142b = CH2=CFClH1211 = CF2ICIBr, H1301 = CF2Br.

<table>
<thead>
<tr>
<th>CCM</th>
<th>Chlorine source gases</th>
<th>Bromine source gases</th>
<th>NMHC source gases</th>
<th>Chemical scheme</th>
<th>Origin of kinetic data</th>
<th>Lumping (YES/NO)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>parameterised</td>
<td>parameterised</td>
<td>None</td>
<td>Austin and Wilson (2006)</td>
<td>NO</td>
<td></td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>F11, F12, F113, F22, CH3Cl, CH3CCl3</td>
<td>H1211, H1301, CH3Br, CHBr3</td>
<td>None</td>
<td>N2O-CH4-CO-H2O-families (Ox, HOx, NOx, CHOx, ClOx, BrOx)</td>
<td>JPL (2006)</td>
<td>NO</td>
</tr>
<tr>
<td>CMAM</td>
<td>F10, F11, F12, F22, CH3CCl3, CH3Cl</td>
<td>CH3Br</td>
<td>None</td>
<td>CH4-CO-NOx-ClOx-BrO</td>
<td>JPL (2006)</td>
<td>YES (halocarbons)</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>F10, F11, F12, F113, CH3CCl3, CH3Cl, F22, H1211</td>
<td>CH3Br, H1211, H1301</td>
<td>N/A</td>
<td>REPROBUS Lefèvre (1994)</td>
<td>JPL (2006)</td>
<td>NO</td>
</tr>
<tr>
<td>E39CA</td>
<td>F10, F11, F12, CH3Cl, CH3CCl3</td>
<td>parameterisation (Stenke et al., 2009)</td>
<td>None</td>
<td>CHEM (Steil et al., 1998)</td>
<td>JPL (2002)</td>
<td>YES</td>
</tr>
<tr>
<td>EMAC</td>
<td>F10, F11, F12, CH3CCl3, CH3Cl, H1211</td>
<td>CH3Br, H1301, H1211</td>
<td>C2H6, C2H4, C3H6, C4H10, CH3CHO, CH3COCH3, CH3OH, HCHO</td>
<td>MECCA1</td>
<td>JPL (2002)</td>
<td>C+; F113, F114, F115, F22, F141, F142 are lumped with F12</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>F10, F11, F12, F113, CH3CCl3, CH3Cl, F22, F142b, F141b</td>
<td>CH3Br, H1301, H1211, H2402</td>
<td>None</td>
<td>Douglass et al. (1997); Kawa et al. (2002)</td>
<td>JPL (2002)</td>
<td>YES</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>F10, F11, F12, F113, F22, CH3CCl3, CH3Cl</td>
<td>H1211, H1301, CH3Br, CHBr</td>
<td>None</td>
<td>CH4-CO-NOx-ClOx-BrOx</td>
<td>JPL (2006)</td>
<td>YES</td>
</tr>
<tr>
<td>MRI</td>
<td>F10, F11, F12, CH3Cl, H1211</td>
<td>CH3Br, H1211, H1301</td>
<td>None</td>
<td>CH4-CO-NOx-ClOx-BrOx</td>
<td>JPL (2006)</td>
<td>YES</td>
</tr>
</tbody>
</table>
NAT and STS, between CCMs (Table 2.16). The simplest assumption is that PSCs are formed at the saturation points of HNO₃ over NAT and H₂O over water-ice. This assumption is made in most CCMVal-2 CCMs. By contrast, the ULAQ model does not assume thermodynamic equilibrium and thus allows for supersaturation and other non-equilibrium effects. ULAQ has 9 tracers each for size-resolved NAT and ice (Pitari et al., 2002). CAM3.5 and WACCM also allow for supersaturation of up to 10 times saturation but do not transport a separate NAT tracer (Garcia et al., 2007). GEOSCCM accounts for non-equilibrium by using a NAT tracer. In EMAC, NAT forms only on ice or pre-existing NAT (Buchholz, 2005).

The equilibrium assumption only defines the mass of condensed PSC; assumptions about size distributions and particle shapes need to be made to derive surface area densities. The assumed size distribution affects the PSCs sedimentation velocities, i.e., the rates of de-/rehydration and de-/renitrification, particularly in the case of large particles. The denitrification through PSC sedimentation contributes to the enhancement of polar stratospheric ozone loss in spring by inhibiting the formation of the ClONO₂ reservoir. All CCMs except CMAM include this process (Table 2.16) although sedimentation velocities differ a lot between models.

### 2.3.3.7 Boundary conditions, emissions and surface sinks

Different methods are used to impose source gases at the Earth’s surface. For reproducing the past, GHGs and ODSs (CO₂, N₂O, CH₄, CFCs, halons) are prescribed at the surface using observed global-mean surface abundances (Section 2.5.3.2). The same holds true for the future except for that here the abundances are based on future projections. This method assures the source gas abundances near the surface to be close to the desired values. Diagnosed fluxes associated with the prescribed surface abundances may however deviate substantially from those derived from emission inventories; this would indicate a mismatch in lifetime for such a species between the CCM and the assessment model used to calculate the scenario. Models with an explicit or simplified treatment of tropospheric chemistry usually impose explicit emissions (fluxes) for higher organic species (represented in CAM3.5, EMAC, and ULAQ), NOₓ, CO, and/or CH₂O (Table 2.13). Emissions aloft by lightning (Price and Rind, 1992 or 1994, Müller and Brasseur, 1995, or Grewe et al., 2001) or aircraft are also represented to a varying degree in those models (Table 2.13). Emissions of SO₂, dimethyl sulfoxide (DMS) and NH₃ associated with tropospheric aerosol are represented in CAM3.5, EMAC, ULAQ, UMETRAC, and UMUKCA.

There are two types of deposition in the troposphere, dry deposition and wet deposition. Dry deposition may be
Table 2.13: Species with surface emissions, aircraft emissions; lightning emission of NO, wet and dry deposition. NO = nitrogen oxide. NI = not included.

<table>
<thead>
<tr>
<th>CCM</th>
<th>Surface emission</th>
<th>Aircraft em.</th>
<th>Lightning NOx</th>
<th>Wet deposition</th>
<th>Dry deposition</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>NI</td>
<td>NI</td>
<td>NI</td>
<td>NI</td>
<td>NI</td>
<td>Trop. NO, climatology imposed</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>paraffin, olefin, terpene, BC, C,H, CH,O, CH,CHO, CO, DMS, C,H, NH, NO, OC, SO, C,H, dust, SS</td>
<td>CO, NO</td>
<td>NO</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>CCSR NIES</td>
<td>NI</td>
<td>NI</td>
<td>NI</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>CMAM</td>
<td>NI</td>
<td>NI</td>
<td>NI</td>
<td>NI</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>NO, NO, NO, NO</td>
<td>NO</td>
<td>NO</td>
<td>Yes</td>
<td>Yes</td>
<td>Below 577 hPa relaxation to ground values (t=7 days)</td>
</tr>
<tr>
<td>E39CA</td>
<td>NO, NO, NO</td>
<td>NO, NO, NO</td>
<td>Grewe et al. (2001)</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>EMAC</td>
<td>CO, NO, C,H, C,H, C,H, C,H, CHO, CH,COCH, CH,OH, CH,SO, SO, NH, NH, NH</td>
<td>NO</td>
<td>Tost et al. (2007); Price and Rind (1994)</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>NI</td>
<td>NI</td>
<td>parameterised</td>
<td>NI</td>
<td>NI</td>
<td></td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>NI</td>
<td>NI</td>
<td>NI</td>
<td>NI</td>
<td>NI</td>
<td>Zonally invariant composition imposed below 400 mb</td>
</tr>
<tr>
<td>MRI</td>
<td>CO</td>
<td>NO</td>
<td>NO</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>NiwaSocol</td>
<td>CO, NO</td>
<td>NO</td>
<td>Muller and Brasseur (1995)</td>
<td>Yes</td>
<td>HNO, Yes</td>
<td>Deposition: Seinfeld (2006). HCl, HBr, ClONO, imposed at surface</td>
</tr>
<tr>
<td>NiwaSOCOL</td>
<td>CO, NO</td>
<td>NO</td>
<td>Muller and Brasseur (1995)</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>NOAA</td>
<td>NO, CO, SO, SO, DMS</td>
<td>H,NO, CO, SO, CO, SO, BC, SO,</td>
<td>Grewe et al. (2001)</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>UMETRAC</td>
<td>SO, DMS</td>
<td>NI</td>
<td>NI</td>
<td>No</td>
<td>No</td>
<td>LBCs imposed for all species</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>NI</td>
<td>NI</td>
<td>NI</td>
<td>No</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>UMUKCA-METO</td>
<td>NO, CH, CO, SO, DMS, NH</td>
<td>NO</td>
<td>Price and Rind (1992)</td>
<td>Yes</td>
<td>Yes</td>
<td>Erroneous washout imposed for inorganic halogens</td>
</tr>
<tr>
<td>UMUKCA-UCAM</td>
<td>NO, CH, CO, SO, DMS, NH</td>
<td>NO</td>
<td>Price and Rind (1992)</td>
<td>Yes</td>
<td>Yes</td>
<td>0 boundary conditions for inorganic halogens imposed</td>
</tr>
<tr>
<td>WACCM</td>
<td>NO, CH, CO</td>
<td>NO</td>
<td>Price and Rind (1992)</td>
<td>Yes</td>
<td>Yes</td>
<td>Includes SPE emissions of HO and NO</td>
</tr>
</tbody>
</table>
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represented by a deposition velocity for a particular surface and gas so that a deposition flux is the product of deposition velocity and abundance (e.g., Walcek et al., 1986). Dry deposition is an important component of the tropospheric ozone budget (e.g., Hough, 1991). Wet deposition, on the other hand, involves the scavenging of gases by cloud droplets. Hydro-halogens such as HCl and HBr dissolve well in water; this makes wet depositions of these species the dominant sink for Cl\textsubscript{y} and Br\textsubscript{y}. Similarly, the wet deposition of HNO\textsubscript{3} is a major sink of NO\textsubscript{y}.

The removal of inorganic halogen is handled in different ways in the models. All models (except AMTRAC3, CMAM, CNRM-ACM, GEOSCCM, LMDZrepro, UMETRAC and UMSLIMCAT; Table 2.13) incorporate explicit washout (at least for some species). In some models removal is represented by relaxing species to a background tropospheric climatology (CNRM-ACM, LMDZrepro, UMETRAC). In the case of UMUKCA-UCAM, removal of inorganic halogens is achieved by imposing zero surface boundary conditions for these species (Morgenstern et al., 2009). By contrast, UMUKCA-METO has explicit washout for these species albeit incorporated incorrectly. With the exception of CMAM, the same models that include washout also include dry deposition; for CMAM only dry deposition is included.

2.3.4 Transport

2.3.4.1 Advection

Advection is one of the major processes determining the distribution of chemical species, particularly in the lower stratosphere, where the chemical lifetimes of long-lived species are much longer than the dynamical (transport) lifetimes, as manifested, for example, by the tape-recorder signal of H\textsubscript{2}O in the equatorial lower stratosphere, where the chemical lifetimes of the lower stratosphere, where the chemical lifetimes of

In addition, inconsistencies may arise from the different discretization of the continuity equation and the tracer transport equation, as shown for example by Jöckel et al. (2001). Some CCMs (CNRM-ACM, E39CA, LMDZrepro, MRI, and (Niwa)SOCOL; Table 2.1) also use different advection schemes for meteorological (i.e., momentum, heat, water) and chemical tracers, resulting in different numerical diffusivities for tracers advected by different schemes, and possible inconsistencies. Several types of advection schemes are used in the CCMVal-participation models, namely finite volume, spectral, semi-Lagrangian, flux-Spectral advection in the horizontal and finite difference advection in the vertical (CCSRNIES, CMAM) conserves species mass, but requires careful attention to avoid the development of sharp gradient in species distribution and to fill negative values (de Grandpré et al., 2000).

Semi-Lagrangian schemes can be used with relatively long time steps without compromising stability. Also semi-Lagrangian schemes are advantageous when a large number of tracers needs to be advected (such as in CCMs) because a major fraction of the cost is independent of the number of tracers. However, these schemes may be overly diffusive (e.g., Eluszkiewicz et al., 2000) due to an interpolation step necessary to project tracers from the departure points onto the arrival points. This diffusive property can be improved through higher-order interpolation, e.g., quintic (MRI, UMUKCA; Priestley, 1993; Table 2.4). However, the better accuracy of higher-order interpolation comes at the price of numerical artifacts, such as overshoots and undershoots (similar to those found in spectral advection) that require special treatment. Also, some semi-Lagrangian schemes exhibit tracer non-conservation (e.g., Rasch et al., 2005), requiring an unphysical correction. Flux-form semi-Lagrangian advection is considered relative accurate; however, in practice little difference has been found between flux-form semi-Lagrangian and spectral advection schemes (Eyring et al., 2006; Shepherd, 2007). Flux-form schemes are used in a number of models (AMTRAC3, CAM3.5, EMAC, GEOSCCM, LMDZrepro, WACCM). They can be made to conserve tracers (Rasch et al., 2005). Many models in this category (AMTRAC3, CAM3.5, EMAC, GEOSCCM, WACCM) use formulations after Lin and Rood (1996 or 1997) or Lin (2004). LMDZrepro, UMETRAC, and UMSLIMCAT use finite-volume advection schemes (Hourdin and Armengaud, 1999; Gregory and West, 2002).

The E39CA model uses a fully Lagrangian approach to constituent transport, thereby avoiding the interpolation step needed in semi-Lagrangian methods (Reithmeier and Sausen, 2002; Stenke et al., 2008). This method is not subject to numerical diffusion, thus allowing for a specification of explicit, physically motivated diffusion to represent mixing between neighbouring parcels. This explicitly defined diffusion may be much smaller than numerical diffusion found in other schemes. The ATTILA scheme in E39CA does not include parcel merging or parcel splitting, implying very different concentrations of parcels in the stratosphere compared to parcels in the lower troposphere (i.e., effectively decreasing resolution with height). This main disadvantage needs to be weighed against the gain of controlled diffusion.
### Table 2.14: Photolysis. SZA: Solar zenith angle. OC: ozone column. L-α: Lyman-α, 121.6 nm.

<table>
<thead>
<tr>
<th>CCM</th>
<th>Reference for scheme</th>
<th>References for cross section</th>
<th>Online</th>
<th>Spectral range (nm)</th>
<th>Average resolution (nm)</th>
<th>Max. SZA (degrees)</th>
<th>Temperature range (K)</th>
<th>Interpolation parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>Austin et al. (1987)</td>
<td>JPL (2006)</td>
<td>NO</td>
<td>175-700, L-α</td>
<td>0.5-10 (158 bands)</td>
<td>up to 100</td>
<td>200-300</td>
<td>T, p, SZA, OC</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>Kinnison et al. (2007)</td>
<td>JPL (2006); Burkholder et al. (1990)</td>
<td>YES</td>
<td>200-750</td>
<td>~2-5 (200-400nm); 10-30 (&gt;400nm)</td>
<td>97</td>
<td>150-350</td>
<td>T, p, SZA, OC, albedo</td>
</tr>
<tr>
<td>CCSR NIES</td>
<td>Kurokawa et al. (2005); Akiyoshi et al. (2009)</td>
<td>JPL (2006)</td>
<td>YES</td>
<td>177.5-690, L-α</td>
<td>0.90-2.35 (S-R bands); 12.1-372 (&gt;200nm)</td>
<td>96</td>
<td>195-300</td>
<td>N/A</td>
</tr>
<tr>
<td>CMAM</td>
<td>de Grandpré et al. (2000)</td>
<td>JPL (2006)</td>
<td>NO</td>
<td>121-852.5; 165 bands</td>
<td>4.4 (1.6-10)</td>
<td>100</td>
<td>Variable</td>
<td>p, SZA, OC</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>TUV 4.1a (Madronich and Flocke, 1998)</td>
<td>JPL (2006)</td>
<td>NO</td>
<td>116-850</td>
<td>0.01 (S-R bands); 0.1 (L-α); 1 (elsewhere)</td>
<td>95</td>
<td>187-288</td>
<td>p, SZA, OC</td>
</tr>
<tr>
<td>E39CA</td>
<td>Landgraf and Crutzen (1998)</td>
<td>JPL (1997)</td>
<td>YES</td>
<td>175-683 (8 bands)</td>
<td>1-5 for pre-calculation of coefficients, 8-260 for bands (with scattering)</td>
<td>93 (Lamago et al., 2003)</td>
<td>Variable</td>
<td>N/A</td>
</tr>
<tr>
<td>EMAC</td>
<td>Landgraf and Crutzen (1998); Zhunkowski et al. (1980); Allen and Frederick (1982); Koppers and Murtagh (1996)</td>
<td>JPL (1997) ; Talukdar et al. (1998) ; Roehl et al. (2002); Blitz et al. (2004)</td>
<td>YES</td>
<td>175-683 (8 bands), L-α</td>
<td>1-5 for pre-calculation of coefficients, 8-260 for bands (with scattering)</td>
<td>94.5</td>
<td>Variable</td>
<td>Online, with clouds and ozone</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>Douglass et al., (1997)</td>
<td>JPL (2002)</td>
<td>YES</td>
<td>176.2-310 (50 bands); 310-450 (28 bands); 652.5; L-α</td>
<td>176.2-310: 2.775 nm; 310-450: 5 nm</td>
<td>94</td>
<td>148-348</td>
<td>T, p, SZA, OC</td>
</tr>
<tr>
<td>LMDZRepro</td>
<td>Madronich and Flocke (1998)</td>
<td>JPL (2006)</td>
<td>NO</td>
<td>116-750</td>
<td>116-124: 0.1nm; 124-175: 1nm; 175-205: 0.01nm; 205-850: 1nm</td>
<td>95</td>
<td>Variable</td>
<td>Z, SZA, ozone column</td>
</tr>
<tr>
<td>MRI</td>
<td>Shibata et al. (2005)</td>
<td>JPL (2002)</td>
<td>NO</td>
<td>116:3-735; 171 bands</td>
<td>0.7-5.0</td>
<td>96</td>
<td>253-293</td>
<td>T, p, SZA, OC</td>
</tr>
</tbody>
</table>
2.3.4.2 Convective transport and turbulent mixing of chemical species

Convection and turbulence rapidly mix air and chemical species vertically, and thus they are important for the distribution of chemical species. Such processes are of interest not just in the troposphere, but also in the middle atmosphere (e.g., associated with gravity wave breaking). Turbulent mixing works predominantly within the planetary boundary layer (below ~2000m), and convective transport is the dominant process mixing air between the planetary boundary layer and the free troposphere, thereby playing a crucial role for long-range transport such as inter-continental and hemispheric transport. In particular, deep cumulus convection uplifts the chemical species in the boundary layer directly to the upper troposphere through detrainment, giving large effects on tropospheric ozone (e.g., Lawrence et al., 2003). Entrainment of mid-level air and downdraft associated with detrained air in a convective cell also contribute to the vertical mixing of chemical species. However, since most CCMVal-2 models do not include detailed tropospheric chemistry, sophisticated schemes are often not required for convective transport and turbulent mixing. (See online supplement for more details). Also the CCMVal-2 reference simulations (Section 2.5.2) do not consider very short-lived halogen species (VSLS) which would be sensitive to the details of convection.

2.4 CCMVal-2 models and development since CCMVal-1

Several models that were used for CCMVal-1 are used here again for CCMVal-2. Sometimes the name of the CCM has remained the same, although developments have taken place. In other cases, a new model name is used and a predecessor model was used for CCMVal-1. The purpose of this section is therefore to provide a basic description of each model and a detailed list of differences versus the CCMVal-1 version.

2.4.1 AMTRAC3 (known as AMTRAC in CCMVal-1)

AMTRAC3 is an improved version of AMTRAC (Austin and Wilson, 2006). The major model differences are incorporation of the ‘cubed sphere’ dynamical core (Putman and Lin, 2007) as well as convection (Phillips and Donner, 2006) and aerosol changes in preparation for IPCC AR5. These changes have led, in particular, to increased stratospheric water vapour amounts in much better agreement with observations. Chlorine and bromine source gases are not explicitly modelled. The parameterisation for the production of inorganic chlorine and bromine...

<table>
<thead>
<tr>
<th>CCM</th>
<th>CINO3 + H2O</th>
<th>CINO3 + HCl</th>
<th>HOCl + HCl</th>
<th>NO5 + H2O</th>
<th>NO5 + HCl</th>
<th>BNO3 + H2O</th>
<th>HOBrg + HCl</th>
<th>CINO3 + HBr</th>
<th>BrNO3 + HCl</th>
<th>HOBrg + HBr</th>
<th>CINO2 + H2O</th>
<th>CINO2 + HCl</th>
<th>HOCl + HBr</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>SAD/N/I</td>
<td>SAD/N/I</td>
<td>SAD/N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>SAD/ N/I</td>
<td>SAD/ N/I</td>
<td>N/I</td>
<td>SAD/ N/I</td>
<td>N/I</td>
<td>N/I</td>
<td></td>
</tr>
<tr>
<td>UMETRAC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAM3.5</td>
<td>N/STS/I</td>
<td>N/STS/I</td>
<td>N/STS/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td></td>
</tr>
<tr>
<td>CCSRNIIES</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td></td>
</tr>
<tr>
<td>CMAM</td>
<td>STS/I</td>
<td>STS/I</td>
<td>STS/I</td>
<td>SO4/STS/I</td>
<td>SO4/STS</td>
<td>STS/I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>N/I LSA</td>
<td>N/I LSA</td>
<td>N/I LSA</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td></td>
</tr>
<tr>
<td>E39CA</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td></td>
</tr>
<tr>
<td>EMAC</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td>N/I/LSA</td>
<td></td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>I/N/LSA</td>
<td>I/N/LSA</td>
<td>I/N/LSA</td>
<td>I/N/LSA</td>
<td>I/N/LSA</td>
<td>I/N/LSA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>LA/N/I</td>
<td>LA/N/I</td>
<td>LA/N/I</td>
<td>LA/N/I</td>
<td>LA/N/I</td>
<td>LA/N/I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRI</td>
<td>N/I/SO4</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I/SO4</td>
<td>N/I</td>
<td>SO4</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td></td>
</tr>
<tr>
<td>NiwaSOCOL</td>
<td>LSA/N/I</td>
<td>LSA/N/I</td>
<td>LSA/N/I</td>
<td>LSA/N/I</td>
<td>LSA/N/I</td>
<td>LSA/I</td>
<td>LSA/I</td>
<td>LSA/I</td>
<td>LSA/I</td>
<td>LSA/I</td>
<td>LSA/I</td>
<td>LSA/I</td>
<td></td>
</tr>
<tr>
<td>SOCOL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ULAQ</td>
<td>N/I/SAD</td>
<td>N/I</td>
<td>N/I/SAD</td>
<td>N/I/SAD</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td>N/I</td>
<td></td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>N/STS/I</td>
<td>N/STS/I</td>
<td>N/STS/I</td>
<td>N/STS/I</td>
<td>N/STS/I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UMUKCA-METO</td>
<td>N/I/SO4</td>
<td>N/I</td>
<td>N/I/SO4</td>
<td>N/I/SO4</td>
<td>N/I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UMUKCA-UCAM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WACCMM</td>
<td>N/STS/I</td>
<td>N/STS/I</td>
<td>N/STS/I</td>
<td>N/STS/I</td>
<td>N/STS/I</td>
<td>STS/I</td>
<td>STS/I</td>
<td>STS/I</td>
<td>STS/I</td>
<td>STS/I</td>
<td>STS/I</td>
<td>STS/I</td>
<td></td>
</tr>
</tbody>
</table>
used in AMTRAC3 has been modified, versus AMTRAC. Essentially, the effective photolysis rates of the CFCs have been decreased in the lower stratosphere and increased in the tropical middle stratosphere. The other major change in the photochemistry is that the scattering calculation in the photolysis lookup table has been corrected (L. Horrowitz, personal communication), leading to higher ozone amounts in the lower stratosphere in better agreement with observations. Finally, the positions of the model vertical levels have been adjusted to provide increased stratospheric resolution, at the expense of decreased mesospheric resolution. The new model physics and dynamics have required a new tuning (i.e., a reduction) of the parameterised non-orographic gravity wave forcing.

Changes since CCMVal-1:
- Cubed sphere dynamics
- Improved CFC parameterisation
- Improved photolysis rates etc., as in descriptive section.

2.4.2 CAM3.5

CAM3.5 is a version of the recently updated Community Atmosphere Model (Gent et al., 2009) with interactive chemistry in the troposphere (including aerosols) and stratosphere. This setup is equivalent to CAM3 (Lamarque et al., 2008). The main difference over the latter version is the inclusion of the new gravity-wave drag parameterization from Richter et al. (2010), similar to WACCM (see below).

CAM3.5 did not participate in CCMVal-1.

2.4.3 CCSR/NIES

The CCSR/NIES GCM originates from an NWP model obtained from the Japan Meteorological Agency. Some improvements of the codes and an extension of the heights up to the stratosphere were made (Numaguti, 1993; Numaguti et al., 1995; Takahashi, 1996, 1999; Nakajima et al., 2000). The chemical module for stratospheric gas phase reactions was developed by Akiyoshi (2000) and incorporated in a CCSR/NIES GCM with a top boundary in the mesosphere (Takigawa et al., 1999; Nagashima et al., 2002). The heterogeneous chemistry module originates from a box model version of SLIMCAT model (Carslaw et al., 1995) and is described in Carslaw et al. (2006).

Table 2.16: Microphysics of polar stratospheric clouds (PSCs). EQ = thermodynamic equilibrium with gaseous HNO₃ / H₂SO₄ / H₂O assumed. HY = non-equilibrium / hysteresis considered.

<table>
<thead>
<tr>
<th>CCM</th>
<th>Sedimentation velocity (mm/s)</th>
<th>Thermodynamics</th>
<th>Transported PSC tracers</th>
<th>References / comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>NAT: 0.14; NAT/ice: 12.7</td>
<td>EQ</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>UMETRAC</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAM3.5</td>
<td>NAT / ice but not STS</td>
<td>NAT: HY; ice: EQ</td>
<td>None</td>
<td>Kinnison et al. (2007)</td>
</tr>
<tr>
<td>CCSR/NIES</td>
<td>NAT/ICE, dep. on mode radius</td>
<td>EQ</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>CMAM</td>
<td>No sedimentation</td>
<td>EQ</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>NAT/ice: mean value around 17.3</td>
<td>EQ</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>E39CA</td>
<td>Varies by particle size</td>
<td>HY</td>
<td>NAT + HNO3, ice</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Steil et al., 1998)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMAC</td>
<td>Buchholz (2005)</td>
<td>NAT: HY; ice: EQ</td>
<td>NAT</td>
<td></td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>Varies by particle size</td>
<td>HY</td>
<td>NAT, ice</td>
<td></td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>Lefèvre et al. (1998)</td>
<td>EQ</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>MRI</td>
<td>NAT: 0.17; ice:17.4</td>
<td>EQ</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>SOCOL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ULAQ</td>
<td>Function of size bin</td>
<td>HY</td>
<td>9 NAT + 9 ice</td>
<td></td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>NAT: 0.46; NAT/ice: 17.3</td>
<td>EQ</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>UKUKCA-METO</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UKUKCA-UCAM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WACCM</td>
<td>NAT / ice but not STS.</td>
<td>NAT: HY; ice: EQ</td>
<td>NAT</td>
<td>Kinnison et al. (2007)</td>
</tr>
</tbody>
</table>
al., 1995; Sessler et al., 1996). Recent updates including bromine chemistry, heterogeneous reactions, Schumann-Runge bands, atmospheric sphericity, and non-orographic GWD were made before participating in CCMVal (Akiyoshi et al., 2004; Kurokawa et al., 2005; Akiyoshi et al., 2009).

Changes since CCMVal-1: None

2.4.4 CMAM

CMAM is an upwardly extended version of the spectral CCCma third generation atmospheric GCM (Scinocca et al., 2008). The model’s resolution increases monotonically from roughly 100 m near the surface to around 900 m around the extra-tropical tropopause to 2.5 km in the stratosphere and middle atmosphere. REF-B2 simulations (see below) were coupled to the NCOM 1.3 ocean general circulation model (OGCM) (Gent 1998; Arora et al., 2009). The OGCM employs a horizontal resolution of 1.86° with 29 levels with a 50 m upper layer and 300 m layers in the deep ocean. CMAM includes a comprehensive representation of stratospheric chemistry with all the relevant catalytic ozone loss cycles (de Grandpré et al., 1997). Sedimentation/denitrification and NAT formation are not included (Hitchcock et al., 2009). The chemistry is fully interactive with the radiation code (de Grandpré et al., 2000). An upper boundary condition (at ~95 km) of 1 ppmv is imposed for NOy to account for mesospheric NOx production by cosmic rays and solar particles.

Changes since CCMVal-1:

Probably the biggest development is that CMAM has been coupled to an ocean GCM (see above). Coupling to the ocean required retuning the model cloud and aerosol forcing for energy balance. This appears to have substantially increased the planetary wave forcing in the NH winter, such that even with observed SSTs the vortex is now too warm, SSWs are too frequent, and the Brewer-Dobson circulation is stronger. In coupled mode the troposphere warms at a rate comparable to that projected in the CMAM CCMVal-1 contribution, though the rate of acceleration of the Brewer-Dobson circulation is faster. This is the subject of further investigation. Thus, the price paid for this initial coupling to the ocean has been a degradation of the dynamical aspects of the simulations.

Further changes between CCMVal-1 and CCMVal-2 include: CCl4, CH3CCl3, HCFC-22, and CH3Cl have been added to the chemistry scheme, including lumping with non-represented source gases. Reactive chlorine (ClO) had been advected as a single family in CMAM for CCMVal-1. For CCMVal-2, HCl was advected separately from the other Cl species, allowing for a more realistic activation of chlorine in the polar vortex. Within the polar vortex, particularly over the Antarctic, problems were identified with the local conservation of NOy by advection due to the particular partitioning of HNO3 and NOy during polar night. The sum of HNO3, NOy, and HNO4, the three advected species in CMAM that carry NOy, has been constrained by the addition of an additional advected tracer (NOy) that is the sum of the three.

Gas-phase (but not heterogeneous) chemical reaction rates and photolysis rates were updated to JPL (2006). The photolysis look-up table underwent a variety of improvements which included: increased number of solar zenith angle look-up points in the table, for improved photolysis rates at twilight, the change to a more up-to-date solar flux input (SOLARIS), a revised wavelength grid for improved rates in the mesosphere, and the correction of various programming errors (fix for the excessive transmission of UV to the Earth’s surface and overestimated photolysis rates for O2, CFCs, H2O, and N2O in the troposphere and lower stratosphere). An interpolation procedure in the longwave scheme was changed which caused the CCMVal-1 simulations to under-estimate the impact of the CO2 increase in the recent past (Jonsson et al., 2009). For REF-B1 (see below), solar variability is now included in CMAM in both J-value and solar heating calculations. To include solar variability in J-values, the look up table approach was modified. Solar variability in solar heating is calculated as an additional term and includes treatment in 8 spectral bands between 121 and 300 nm. The vertical diffusivity for tracers is enhanced in the upper stratosphere and mesosphere to crudely account for missing dissipation associated with gravity-wave breaking.

2.4.5 CNRM-ACM

The dynamical GCM ARPEGE-Climat 4.6 (Déqué, 2007) is coupled to the atmospheric chemistry scheme described by Teyssèdre et al. (2007). The composition module uses its own transport scheme. CCMVal-2 simulations have been performed with horizontal resolutions differing between dynamics and chemistry to reduce computation cost. The vertical resolutions of dynamics and chemistry are identical.

CNRM-ACM did not participate in CCMVal-1.

2.4.6 E39CA (known as E39C in CCMVal-1)

The coupled chemistry-climate model ECHAM4.L39(DLR)/CHEM/-ATTILA (hereafter referred to as E39CA) is an upgraded version of ECHAM4.L39(DLR)/CHEM (E39C). E39CA consists of the dynamic part ECHAM4 and the family-based chemistry module CHEM. Chemical and hydrological tracers are transported using the purely Lagrangian scheme ATTILA which is strictly mass conserving and numerically non-diffusive.
Changes since CCMVal-1:

- Introduction of ATTILA, see above.
- Introduction of parameterised bromine-catalysed ozone loss (Stenke et al., 2009).

2.4.7 EMAC

The ECHAM5/MESSy Atmospheric Chemistry (EMAC) model is a numerical chemistry and climate simulation system that includes sub-models describing tropospheric and middle atmosphere processes (Jöckel et al., 2006). It uses the first version of the Modular Earth Submodel System (MESSy1) to link multi-institutional computer codes. The core atmospheric model is ECHAM5 (Roeckner et al., 2003). For the present study we applied EMAC (ECHAM5 version 5.3.01, MESSy version 1.6) in the T42L90MA-resolution (Giorgetta et al., 2006). EMAC includes a representation of mesospheric NO\textsubscript{x} production by cosmic rays and solar particles.

EMAC replaces the MAECHAM4CHEM CCM that was used in CCMVal-1.

2.4.8 GEOSCCM

GEOSCCM couples the Goddard Earth Observing System (GEOS) version 5 AGCM (Reineker et al., 2008) to an updated version of the Douglass et al. (1997) stratospheric chemistry mechanism. The GEOS-5 AGCM uses a flux-form semi-Lagrangian dynamical core (Lin, 2004) with a quasi-Lagrangian vertical coordinate (Lin and Rood, 1997) that allows for accurate computation of vertical motions. The stratospheric chemistry package includes a comprehensive suite of chemicals and chemical reactions thought to be important in the stratosphere. The photochemistry code is based on the family approach, as described by Douglass and Kawa (1999). Constituent advection also uses the Lin (2004) transport scheme. GEOSCCM does not use explicit diffusion and also does not impose a sponge at the model top. Tropospheric ozone is relaxed to a climatology (Logan, 1999).

Changes since CCMVal-1:

- Transition from GEOS-4 to the Earth System Modeling Framework (ESMF)-compliant GEOS-5
- New versions of several physical processes, most importantly moist physics, have been implemented (Bacmeister et al., 2006; Rieneker et al., 2008).
- A catchment approach (Koster et al., 2000) is now used to model the land-surface.

2.4.9 LMDzrepro

The LMDz-REPROBUS CCM (Jourdain et al., 2008) couples interactively the vertically extended version of the LMDz 4th-generation GCM (Lott et al., 2005) and the stratospheric chemistry module of the REPROBUS CTM (Lefèvre et al., 1998). LMDz is the atmospheric component of the IPSL Earth System model. The chemistry module contains a detailed description of stratospheric chemistry. It calculates the chemical evolution of 55 species using 160 gas-phase reactions and 6 heterogeneous reactions with sedimentation taken into account. Radiation is based on Morcrette (1989).

Changes since CCMVal-1:

- Improved convection scheme (Kerry-Emmanuel)
- Improved composition climatology for NO\textsubscript{x}, CO, and O\textsubscript{3} below 400 hPa (Savage et al., 2004)
- Updated chemistry to JPL (2006)
- Improved PSC scheme including a bimodal size distribution of PSC particles.

2.4.10 MRI

MRI-CCM is an upgraded version of the MRI-CTM (Shibata et al., 2005; Shibata and Deushi, 2008). The dynamical core of MRI-CCM is based on the spectral global model MJ98 (Shibata et al., 1999) at a triangular truncation of T42 used for CCM simulations. The model employs hybrid-pressure coordinates in the vertical with 68 layers, the thickness of which is about 500 m between 100 and 10 hPa with tapering off below and above the levels, respectively. Explicit bi-harmonic horizontal diffusivity is weaker in the middle atmosphere than in the troposphere to allow for a representation of the QBO (Shibata and Deushi, 2005a). Transport of chemical species is performed using a hybrid semi-Lagrangian scheme satisfying the continuity equation (see below). The chemistry module comprises full stratospheric chemistry including the relevant heterogeneous reactions on PSCs and sulfate aerosols, and also a simplified representation of tropospheric chemistry.

Changes since CCMVal-1:

- Implementation of a new hybrid semi-Lagrangian scheme. The new scheme is semi-Lagrangian with a quintic interpolation in the horizontal, but flux form in the vertical, wherein advection is calculated with the piecewise rational method (PRM) (Xiao and Peng, 2004).

2.4.11 SOCOL and NiwaSOCOL

SOCOL (Egorova et al., 2005) is a combination of the GCM MA-ECHAM4 (Manzini et al., 1997) and the CTM MEZON (Rozanov et al., 1999; Egorova, 2003). MEZON has the same vertical and horizontal resolution as MA-ECHAM4 (used in CCMVal-1) and in addition
includes a comprehensive representation of stratospheric chemistry. An extensive evaluation of SOCOL (Egorova et al., 2005; Eyring et al., 2006, 2007) led to the development of SOCOL version 2.0 (Schaner et al., 2008) used here.

NiwaSOCOL differs from SOCOL regarding the lower boundary conditions and some details of photochemistry. Due to these minor differences NiwaSOCOL simulations should not be regarded as ensemble members of SOCOL.

Changes since CCMVal-1:
- The list of ODS is extended to 15 for chemistry, while for transport they are still clustered into three tracers;
- Inclusion of HNO$_3$ uptake by aqueous sulfuric acid aerosols;
- NAT particle number densities are limited by an upper boundary of $5 \times 10^{-4}$ cm$^{-3}$ to take into account that observed NAT clouds are often strongly supersaturated;
- All considered species are transported;
- The mass correction after the semi-Lagrangian transport step is applied to the chlorine, bromine and nitrogen families instead of their individual members, and to ozone only between 40ºS and 40ºN to avoid artificial mass loss in the polar areas;
- The water vapour removal by the highest ice clouds (100 hPa – CPT) is now explicitly taken into account to prevent an overestimation of stratospheric water content.

2.4.12 ULAQ

ULAQ-CCM is a low-resolution CCM. Dynamical fields (streamfunction, velocity potential and temperature) are taken from the output of a simplified spectral circulation model (GCM) adopting the quasi-geostrophic approximation (rhomboidal truncation with six waves and six components per wave). The effect of gravity wave breaking is simulated via Rayleigh friction. Pitari et al. (2002) describe details of the coupling between GCM and CTM (Eyring et al., 2006). A flux-form Eulerian fully explicit advection scheme is used. Medium and short-lived chemical species are grouped in families (O$_x$, NO$_y$, NO$_x$, HO$_x$, CHO$_x$, Cl$_y$, Br$_y$, SO$_x$, aerosols, ice cloud particles). The size distribution of sulphate and PSCs is calculated online using an interactive and mass conserving microphysics code for aerosol formation and growth.

Changes since CCMVal-1:
- Inclusion of QBO nudging.
- Inclusion of upper tropospheric cirrus ice particles.
- Upgrade of tropospheric chemistry (NMHC).

2.4.13 UMETRAC

UMETRAC is a vertically extended version of the Met Office’s HadAM3 Unified Model (UM) version 4.5, combined with a stratospheric chemistry package. Chemistry is treated in a somewhat simplified way with release of inorganic chlorine and bromine from the organic reservoir calculated as functions of age of air.

Changes since CCMVal-1:
- An artificial increase of CFC photolysis rates, used in CCMVal-1 to correct the inorganic chlorine loading, has been dropped.

2.4.14 UMSLIMCAT

UMSLIMCAT (Tian and Chipperfield, 2005) uses the stratospheric chemistry scheme from the SLIMCAT offline CTM (Chipperfield, 2006) coupled to a vertically extended version of the Met Office’s HadAM3 UM version 4.5. The stratospheric water vapour is coupled to the UM’s humidity field.

Changes since CCMVal-1:
- Chemical kinetics were updated to JPL (2006).
- The number of solar flux bands in the model’s radiation scheme was changed from 3 to 6.
- A time varying solar flux with an 11-year solar cycle was incorporated.

2.4.15 UMUKCA-METO and UMUKCA-UCAM

UMUKCA is a vertically extended version of the Met Office’s UM 6.1 in a configuration similar to HadGEM1 (Johns et al., 2006) combined with the UKCA stratospheric chemistry module (Morgenstern et al., 2008, 2009). The model does not use the hydrostatic approximation and uses non-families formulation of chemistry. UMUKCA does not impose explicit diffusion and also does not have a sponge layer. Chemical water vapour production or loss is ignored in the hydrology scheme and instead a parameterisation of methane oxidation (Untch et al., 1998) is used. Also water vapour is imposed at the tropical tropopause, meaning that UMUKCA does not have a tape recorder signal in the water vapour field. The two model versions used here differ in the use of some chemical kinetic data, the treatment of removal of inorganic halogen compounds in the troposphere, and stratospheric aerosol radiative heating in REF-B1 (see below). In UMUKCA-METO, washout of inorganic halogen is incorporated incorrectly. In UMUKCA-UCAM, instead of explicit washout inorganic halogen is forced to 0 at the surface. UMUKCA-UCAM does not have heating associated with the presence of stratospheric aerosol.
WACCM, version 3.5.48, spans the range of altitude from the Earth’s surface to the lower thermosphere. WACCM is a fully interactive model with a comprehensive range of radiatively active gases (Sassi et al., 2005; Tables 2.28 and 2.29). WACCM includes all of the physical parameterisations of the CAM model. A mass-conserving finite volume dynamical core (Lin, 2004) is used exclusively in WACCM. Compared to CAM3.5, only the GWD and vertical diffusion parameterisations are modified. WACCM includes chemical heating; mesospheric NO\textsubscript{x} production by cosmic rays/solar particles, mesospheric/ lower thermospheric ion chemistry; ion drag and auroral processes; and parameterisations of short wave heating at extreme ultraviolet (EUV) wavelengths and NLTE infrared transfer (Garcia et al., 2007; Collins et al., 2004). The chemistry is based on MOZART3 (Kinnison et al., 2007), involving a combined explicit and implicit backward-Euler solver. Heterogeneous processes on sulfate aerosols and polar stratospheric clouds are included following the approach of Considine et al. (2000).

Changes since CCMVal-1:

- The gas-phase chemical reaction rates and photolysis rates were updated to the recommendations of JPL (2006).
- Volcanic heating was added for the REF-B1 simulations (see below). This heating is derived from the SPARC SAD time-series.
- The wavelength dependent exo-atmospheric flux was updated following Lean et al. (2005).
- The GWD parameterisation was updated based on Richter et al. (2010).
- Relaxation of tropical winds towards observations was added for the REF-B1 simulations (see below; Table 2.9).
- The underlying tropospheric climate model has a different closure for the deep convective parameterisation and added convective momentum transport (Neale et al., 2008).

2.5 Definitions of simulations and external forcings

In this section, we motivate and state the definitions
### Table 2.18: Implementation of volcanic effects in REF-B1.

<table>
<thead>
<tr>
<th>Model</th>
<th>SADs for heterogeneous chemistry</th>
<th>Direct radiative effects</th>
<th>Comment / reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>Derived from aerosol properties used for radiation&lt;sup&gt;1&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAM3.5</td>
<td>SPARC ASAP&lt;sup&gt;3&lt;/sup&gt;</td>
<td>None</td>
<td>Hansen et al. (2002); Sato et al. (1993)</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>SPARC ASAP</td>
<td>Online derived from GISS</td>
<td>Thomason et al. (1997)</td>
</tr>
<tr>
<td>CMAM</td>
<td>SPARC ASAP</td>
<td>Online derived from SPARC SAD</td>
<td></td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>SPARC ASAP</td>
<td>Calculated online using monthly optical depths at 0.55 μm of Amman et al. (2003)</td>
<td>Aerosol optical properties in REF-B1 lead to too strong sensitivity to volcanic eruptions. Different properties have been adopted since then (A. Voldoire, pers. comm.)</td>
</tr>
<tr>
<td>E39CA</td>
<td>CCMVal-1&lt;sup&gt;4&lt;/sup&gt;</td>
<td>Prescribed heating rate anomalies&lt;sup&gt;5&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>EMAC</td>
<td>Derived H&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt; from SAGE measurements</td>
<td>Prescribed heating rate anomalies&lt;sup&gt;5&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>GEOSSCM</td>
<td>Perpetual 1979 conditions (from CCMVal-1)</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>SPARC ASAP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRI</td>
<td>SPARC ASAP</td>
<td>Online derived from GISS</td>
<td></td>
</tr>
<tr>
<td>NiwaSOCOL</td>
<td>SAGE I and II</td>
<td>SAGE and GISS based offline calculations</td>
<td>Schraner et al. (2008); Thomason and Peter (2006)</td>
</tr>
<tr>
<td>ULAQ</td>
<td>SPARC ASAP</td>
<td>Online using volcanic SO&lt;sub&gt;2&lt;/sub&gt; estimates and gas/particle conversion</td>
<td>Pitari (1993)</td>
</tr>
<tr>
<td>UMetrac</td>
<td>SPARC ASAP</td>
<td>Online derived from GISS</td>
<td>Sato et al. (1993)</td>
</tr>
<tr>
<td>UKUKCA-METO</td>
<td>SPARC ASAP</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>WACCMI</td>
<td>SPARC ASAP</td>
<td>Online derived from SPARC SAD</td>
<td></td>
</tr>
</tbody>
</table>

Notes:

<sup>1</sup>SADs are inferred from multi-wavelength extinction values, as in Stenchikov et al. (2006).
<sup>2</sup>GISS provides optical thickness at 550 nm and effective radius from 1850—2000, available from http://data.giss.nasa.gov/model-force/strataer/. This data set is based on SAGE observations and was introduced by Sato et al. (1993), with updates and minor improvements announced by Hansen et al. (2002).
<sup>3</sup>SPARC ASAP refers to data made available through the SPARC Assessment of Stratospheric Aerosol Properties (ASAP) report (Thomason and Peter, 2006), based primarily on SAGE measurements. Data available at http://www.sparc.sunysb.edu/asap/ASAP%20Data%20Products.htm
<sup>4</sup>CCMVal-1 SADs were specified from a monthly climatology based on satellite data, similar to that used by Jackman et al. (1996) and updated by D. B. Considine (NASA Langley Research Center).
<sup>5</sup>The heating rates are monthly means from January 1950 to December 1999 for all-sky condition, and were calculated using GISS ModelE (Schmidt et al, 2006) radiative routines and volcanic aerosol parameters from the GISS data set (Stenchikov et al., 2006).
of the model simulations conducted for CCMVal-2, discuss
the associated forcings, and list the differences between
the definitions and the actual simulations conducted by
the modelling groups.

2.5.1 Internal and external modelling
uncertainties

A source of error in CCMVal integrations relates to
deficiencies in model formulation. Using identical bounda-
ry conditions, differences in the formulation of CCMs will
lead to differences in their common prognostic or diagnos-
tic fields. These differences will represent the internal un-
certainties in dynamics, physics and chemistry in CCMs
as used here. The CCMVal-2 simulations “REF-B0” and
“REF-B1” (Section 2.5.2), covering the near-present and
the past, respectively, have been designed primarily to ad-
dress internal modelling uncertainties since SSTs, sea ice,
and other external forcings such as volcanic eruptions and
variations of solar irradiation, are prescribed based on ob-
servations. By contrast, the “REF-B2” simulations, cover-
ing the past and future, also include external uncertainty
because here SST and sea ice data are obtained from cli-
mate simulations, with associated biases (Section 2.5.3.1).
Further external uncertainties are associated with the fu-
ture GHG and ODS forcings assumed in REF-B2.

2.5.2 CCMVal-2 simulations

The three reference simulations noted above and six
control and sensitivity experiments have been proposed
(Eyring et al., 2008). Most groups have completed the
3 reference simulations, some (CMAM, MRI, SOCOL,
ULAQ, WACCM, for the REF-B2 simulations) with more
than one ensemble member. A few of the sensitivity stud-
ies have been performed, although the coverage across the
models is much less consistent than for the reference sim-
ulations (Tables O.1 – O.3 in the supplemental material).
Since this report exclusively uses data from the reference
simulations, only these are documented below, following
Eyring et al. (2008).

2.5.2.1. REF-B0: Year 2000 time-slice
simulation

REF-B0 is a time-slice simulation for 2000 condi-
tions, designed to facilitate the comparison of model out-
put against constituent data sets from various high-quality
observational data sources and meteorological analyses
under a period of high chlorine loading. Each simulation
is integrated over 20 annual cycles following 10 years of
spin-up.

- **Trace gas forcings**: The surface concentrations of
GHGs are based on SRES scenario A1b of IPCC
(2001) while the surface halogens are based on Table
Both ODSs and GHGs repeat every year.
  - **Background aerosol** is prescribed from the extended
SPARC (2006) SAD data set (Section 2.5.3.4) for the
year 2000.
  - **Solar irradiance** is averaged over one solar cycle to
provide a mean solar flux for the year 2000.
  - **Sea surface temperatures (SSTs) and sea ice con-
centrations (SICs)** in this simulation are prescribed as
a mean annual cycle derived from the years 1995 to
2004 of the HadISST1 data set (Rayner et al., 2003).
  - The QBO is not externally forced.
  - **Emissions of ozone and aerosol precursors** (CO,
NMVOC, NO, SO2) are averaged over the years
1998 to 2000 and are taken from an extended data
set of the REanalysis of the TROpospheric chemical
composition (RETRO) project (Schultz et al., 2007;
http://retro.enes.org). In case of SO2, RETRO only
provides biomass burning related emissions. There-
fore, this data is combined with an interpolated ver-
sion of EDGAR-HYDE 1.3 (Van Aardenne et al.,
2001) and EDGAR 32FT2000 (Olivier et al., 2005;
Van Aardenne et al., 2005).

2.5.2.2. REF-B1: Reproducing the past

REF-B1 (1960-2006) is defined as a transient run
from 1960 (with a 10-year spin-up period) to the present.
All forcings in this simulation are taken from observa-
tions, and are mostly identical to those used by Eyring
 et al. (2006). This transient simulation includes all anthro-
pogetic and natural forcings based on changes in trace gases,
solar variability, volcanic eruptions, QBO, and SSTs/SICs.

- **GHGs** (N2O, CH4, and CO2) between 1950 and 1996
are taken from IPCC (2001) and merged with the
NOAA observations forward through 2006. NOAA
CO2, CH4, and N2O are scaled to agree on January
1996 with the historical IPCC data (Section 2.5.3.2).
- **ODSs** (CFC-10, CFC-11, CFC-113, CFC-
114, CFC-115, CH3CCI3, HCFC-22, HCFC-141b,
HCFC-142b, Halon-1211, Halon-1202, Halon-1301,
and Halon-2402) are prescribed at the surface accord-
ing to Table 8-5 of WMO (2007). For models that do
not represent all the species listed here, the halogen
content of species that are considered should be ad-
justed such that model inputs for total chlorine and
total bromine match the time series of total chlorine
and bromine given in this table (Section 2.5.3.2). This
also applies to the other simulations.
- **SSTs and SICs** are prescribed as monthly-mean
boundary conditions following the observed global
SIC and SST data set HadISST1 (Rayner et al., 2003;
Section 2.5.3.1). To correct for the loss of variance due to the time interpolation of monthly-mean data, a variance correction is applied (http://grads.iges.org/c20c/c20c_forcing/karling_instruct.html).

- **Aerosol Surface Area Densities** (SADs) from observations are considered in REF-B1 (Section 2.5.3.4; Eyring et al., 2008).

- **Stratospheric warming and tropospheric-surface cooling** due to volcanic eruptions are either calculated on line by using aerosol data or by prescribing heating rates and surface forcing (Section 2.5.3.4).

- **Solar variability**. Daily spectrally resolved solar irradiance data from 1 January 1950 to 31 Dec 2006 (in W/m²/nm) are provided at http://www.geo.fu-berlin.de/en/met/ag/strat/research/SOLARIS/index.html. The data are derived with the method described by Lean et al. (2005). Each modelling group is required to integrate the data over the individual wavelength intervals used in their radiation and photolysis schemes. This approach supersedes the parameterisation with the F10.7 cm radio flux previously used (Section 2.5.3.6).

- **The QBO**: Models that do not produce an internally generated QBO are asked externally impose a QBO for REF-B1 (Sections 2.3.1.3 and 2.5.3.5).

- **Ozone and aerosol precursors** (CO, NMVOC, NOx and SO2) from 1960 to 1999 are taken from the extended data set of the RETRO project (Schultz et al., 2007). For the spin-up period from 1950 to 1959 the 1960 values from this data set are used cyclically. After 2000 trend estimates taken from IIASA are used to extend the data set (P. Rafaj, personal communication; http://www.atm.ch.cam.ac.uk/~om207/Download_emission_files.html; Section 2.5.3.3).

### 2.5.2.3. REF-B2: Making Predictions

REF-B2 is an internally consistent simulation covering 1960-2100, using only anthropogenic forcings. The objective of REF-B2 is to produce best estimates of the future ozone-climate change assuming scenario SRES A1b for GHGs and decreases in halogen emissions (adjusted Scenario A1).

- **GHGs** follow the IPCC (2001) SRES A1b scenario, as in Eyring et al. (2007) (Section 2.5.3.2).

- **ODSs** are based on scenario A1 from WMO (2007). However, at the 2007 Meeting of the Parties to the Montreal Protocol, the Parties agreed to an earlier phase out of HFCs (http://ozone.unep.org/Meeting_Documents/mop/19mop/Adjustments_on_HCFCs.pdf). Scenario A1 does not include this phase out. Hence, a new scenario has been developed that includes this phase out (hereafter referred to as the “adjusted scenario A1”). CFCs, Halons, and other non-HCFC species remain as in the original scenario A1 (Section 2.5.3.2).

- **Background aerosol** is the same as in REF-B0 (Section 2.5.2.1), i.e. background, non-volcanic aerosol

### Table 2.19: Solar cycle by experiment with reference. Models not listed here do not impose a solar cycle.

<table>
<thead>
<tr>
<th>CCM</th>
<th>REF-B0</th>
<th>REF-B1</th>
<th>REF-B2</th>
<th>SCN-B2d</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>N/A</td>
<td>YES</td>
<td>YES</td>
<td>N/A</td>
<td>Includes SPE’s. Lean (2005)</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>YES,1996-2006 Avg</td>
<td>YES</td>
<td>Mean of Solar Cycles 19-23</td>
<td>N/A</td>
<td>Lean et al. (1997) and flux at 10.7 cm (Akiyoshi et al., 2009)</td>
</tr>
<tr>
<td>CCSRNIIES</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>N/A</td>
<td>Lean et al. (1997) and flux at 10.7 cm (Akiyoshi et al., 2009)</td>
</tr>
<tr>
<td>CMAM</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>N/A</td>
<td>Lean (2005)</td>
</tr>
<tr>
<td>E39CA</td>
<td>N/A</td>
<td>YES</td>
<td>N/A</td>
<td>YES</td>
<td>Lean et al. (1997)</td>
</tr>
<tr>
<td>EMAC</td>
<td>N/A</td>
<td>YES</td>
<td>N/A</td>
<td>N/A</td>
<td>Nissen et al. (2007)</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>MRI</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>NiwaSOCOL SOCOL</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>N/A</td>
<td>Lean (2005) as defined in CCMVal forcing data</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>N/A</td>
<td>GCM: Zhong et al. (2001); chemistry: Lean et al. (1997)</td>
</tr>
<tr>
<td>WACCM</td>
<td>YES,1996-2006 Avg</td>
<td>YES</td>
<td>Mean of Solar Cycles 19-23</td>
<td>N/A</td>
<td>Includes SPE’s. Lean (2005)</td>
</tr>
</tbody>
</table>
loading is assumed (Section 2.5.3.4).

- **SSTs and SICs.** Due to potential discontinuities between the observed and modelled data record, the REF-B2 runs use simulated SSTs and SICs for the entire period, using GCM simulations forced with the SRES A1b GHG scenario (Table 2.21; Section 2.5.3.1), or in the case of the CMAM model an interactive ocean.

- **Ozone and aerosol precursors** are identical to REF-B1 until 2000 and use the adjusted IIASA scenario through to 2100 (P. Rafai, personal communication). Models span a wide spectrum in how they represent tropospheric composition. Consequently, the usage of tropospheric emissions varies widely across the models (Table 2.19; Section 2.5.3.3).

### 2.5.3 External forcings

#### 2.5.3.1 SSTs and sea ice

REF-B0, REF-B1, and CNTL-B0 are using the HadISST1 observational SST/sea ice data set (http://www.metoffice.com/hadisst; Rayner et al., 2003). It covers the period of 1870-present. Climate change over the oceans documented in IPCC (2007) is largely diagnosed from the HadISST1 data set. Almost all simulations in these categories use HadISST1 (Table 2.14). There is a distinct warming trend in the HadISST1 SSTs (Figure 2.2), starting in around 1970. Since then, the sea surface has warmed by 0.2 to 0.3 K. Associated with this is a decline in the maximum monthly-mean sea-ice extent of both polar regions. For the Antarctic, sea ice coverage before 1970 is poorly known, explaining the lack of variability before 1962 and the linear trend in the late 1960s.

For the REF-B2 simulations modellers use a variety of different data sets, or, in the case of CMAM, an interactive ocean model. Mean SSTs from the HadGEM1 climate model (Johns et al., 2007) are displayed in Figure 2.2, right. A cold bias of around 2 K versus HadISST1 is apparent. This bias, and various other biases found in other climate model data, are the reason why a seamless simulation of past and future climate and ozone, such as REF-B2, cannot be performed based on a combination of analysed and simulated SSTs. Two groups of models sharing the same ocean surface forcing in REF-B2 appear, namely CAM3.5, GEOSCCM, ULAQ, and WACCM all use CCSM3 data, and E39CA, NiwaSOCOL for parts of REF-B2, UMSLIMCAT, and the UMUKCA models use HadGEM1 data (Table 2.13). Niwa-SOCOL uses a combination of HadISST1 and HadGEM1 SSTs for its ocean forcing of REF-B2, introducing a discontinuity into this simulation.

For the LMDZrepro REF-B2 simulation, seas surface conditions are taken from the A1b simulation produced with the IPSL AOGCM (Dufresne et al., 2005). Since this simulation exhibits biases with respect to the AMIP2 data set (Taylor et al., 2000), the mean biases for the 1985-2005 period are first removed from the entire A1b simulation and then the corrected SST and sea ice forcing is used to force LMDZrepro.

#### 2.5.3.2 Long-lived greenhouse gases and ozone-depleting substances

Figure 2.3 displays the time evolution of the major GHGs, total chlorine and total bromine, as specified in the SRES A1b (IPCC, 2001) and A1 (WMO, 2007) scenarios. The ODSs increase sharply during the 1970s and 1980s, resulting in an approximate 6-folding of organic chlorine.
and a doubling of organic bromine at peak abundances in the 1990, relative to pre-industrial times. For the 21st century, a continuous decline, in accordance with the Montreal Protocol, is anticipated. The decline is substantially slower than the increase in the 20th century. By contrast, for the leading greenhouse gas CO₂ a steady increase is anticipated, leading to a more than doubling by 2100, compared to 1950. N₂O follows a similar trend, albeit with smaller growth rates. CH₄, by contrast, is anticipated to undergo a trend reversal around 2050.

2.5.3.3 Ozone precursors

Surface emissions of NOₓ, CO, and CH₂O, as used by many models, are displayed in Figure 2.4. For the period from 1960 to 1999 the data are from the RETRO database (http://retro.enes.org/reports/D1-6_final.pdf). Note the general increase of NOₓ, CO, and CH₂O emissions during the 20th century. During the 21st century, however, the IIASA SRES A1b scenario forecasts a general reduction in CO emissions and a trend reversal for NOₓ around 2020, followed by a sharp decrease. Emissions of CH₂O are forecast to increase then stabilize during the second half of the century. Evidently the interannual variability characterizing the RETRO emissions is absent in the 21st century. The IIASA emissions are courtesy of Peter Rafaj, IIASA (http://www.atm.ch.cam.ac.uk/~om207/Download_emission_files.html). Not included in Figure 2.4 is lightning-produced NOₓ which is included in most models and is determined using a variety of different parameterisations (Section 2.3.3.7; Table 2.12).

2.5.3.4 Stratospheric aerosol surface area densities and direct aerosol-related heating

The SPARC aerosol data set is constructed from SAGE profile measurements of aerosols, beginning in 1983. Unlike in IPCC modelling, stratospheric CCMs require height-resolved aerosol forcing data due to the importance of heterogeneous chemical processing. Four big volcanic events are obvious, Agung in 1963, El Chichón in 1982, Nevado del Ruiz in 1985 and Mt Pinatubo in 1991 (Figure 2.5). Also some smaller events are apparent. Data before 1983 are constructed based on assumptions of background aerosol and, in the case of Agung, assuming a similar distribution of aerosol as after later volcanic eruptions. A problem is apparent at high latitudes in the Southern Hemisphere, where the satellite sensor cannot distinguish between sulfate aerosols and PSCs. In these areas, sometimes a very low SAD of sulfate aerosol is assumed. With the exception of (Niwa)SOCOL (using a combination of SAGE and GISS data), all models use this data set for the REF-B1 simulations. For REF-B0 and REF-B2, background (year-2000) data are used cyclically throughout the simulations.

Aerosols cause a perturbation to the heating/cooling

Figure 2.4: Surface emissions of (solid) NOₓ (displayed as TG/year of NOₓ), CO (dotted) and CH₂O (dashed) as used for CCMVal-2 simulations. From 1960 to 1999, data are from the RETRO emissions database (see text), after 1999 they are extrapolated using an IIASA scenario. Before 1960 they are repeated 1960 RETRO emissions.
profiles of the troposphere and stratosphere, particularly during volcanic periods, and also cause the Earth’s surface to warm or cool (Sato et al., 1993; Robock, 2002). Several different approaches have been taken by the CCMVal-2 models regarding this effect: Two models derive heating rates consistent with the prescribed SAD data set (CMAM, WACCM). Others use independent data sets such as the GISS data (CCSRNIES, MRI, UMETRAC, UMUKCA-METO). E39CA and EMAC use precalculated rates (Stenchikov et al., 2006; Eyring et al., 2008). The SOCOL models use a mixture of different sources. One (of 4) ULAQ REF-B1 simulation uses estimates of volcanic injections of SO$_2$, and an interactive aerosol calculation to infer heating rates. CNRM-ACM reports problems with their calculation, which is based on observed optical depth (Table 2.10, and references therein). Five CCMVal-2 models do not represent heating due to volcanic aerosol.

**Figure 2.5:** Aerosol surface area density ($\mu$m$^2$/cm$^3$) at 22 km, reconstructed from SAGE data.

**Figure 2.6:** Zonal wind ($u$) from merged observations at Canton Island, Gan and Singapore, vertically extended. (http://www.pa.op.dlr.de/CCMVal/Forcings/qbo_data_ccmval/u_profile_195301_200412.html). The violet box denotes the area constrained by the observations. In the areas outside the box the data are extrapolated, assuming a phase speed of 2 km/month (above 10 hPa) and 1 km/month (below 70 hPa, before 1987).
2.5.3.5 QBO time series

In the REF-B1 simulations, the QBO is imposed in the tropical region in various models. Figure 2.6 shows a depiction of the QBO. Table 2.5 summarizes the different ways in which these models impose the QBO (Section 2.3.1.3).

2.5.3.6 Solar irradiance

Solar output varies with sunspot numbers and other parameters. Most of the atmospherically relevant variability is in the 11-year solar cycle. CCMVal-2 modellers have been asked to use the data by Lean et al. (2005) for their REF-B1 simulations. Figure 2.7 shows total solar irradiance; it varies by about 1 W/m² on a background of around 1366 W/m². However, most of the variability is at short wavelengths, where the solar cycle is relatively more important than for the spectrally integrated solar output (the “solar constant”).

2.5.4 Deviations from simulation definitions

The following is a model-by-model listing of the various ways in which model setups deviate from the definitions (Eyring et al., 2008) as summarized above:

**AMTRAC3:**
- REF-B2 includes an 11-year solar cycle.
- In REF-B1 there is no nudging of the QBO.

**CAM3.5**
- Direct radiative forcing by volcanic aerosols (impacting heating and photolysis) is not implemented in REF-B1.
- No variance correction is applied to the SSTs.

**CCSRNIES:**
- 1.8 pptv of CHBr₃ is assumed at the surface.
- Some photolysis cross sections stem from JPL (2002) and JPL (1997).
- The variance correction for SSTs is not applied.

**CMAM:**
- The REF-B1 simulations did not include a spontaneous or nudged QBO.
- The variance correction for SSTs was not performed.
- Heterogeneous reaction rates have not been updated to JPL (2006).

**CNRM-ACM:**
- There is no QBO in REF-B1.
- The variance correction for SSTs was not performed.

**E39CA:**
- In REF-B1 halogen loadings from WMO (2003) are used.
- In REF-B1: for 2000-2004, stratospheric aerosol from 1999 is used, otherwise as CCMVal definitions.
- In SCN-B2d, the future scenario of NOₓ emissions from industry and traffic is set up as follows:
  - 8 different regions (Europe, USA, Australia, Asia, India, South America, Africa) are defined. They are broken up into two categories: Industrialized (Europe, USA, Australia) and developing (Africa, Asia, India, South America). For the industrialized countries the linear trend between 1990 and 2000 is extrapolated until 2015, and constant NOₓ emissions are assumed from 2015. For the developing countries a linear trend...
between 1990 and 2000 is extrapolated until 2030, and constant NOx emissions are assumed from 2030. This scenario assumes that developing countries will adopt technological advance 15 years later than industrialized countries.

**EMAC:**
- Chemical kinetics are mostly based on JPL (2002).
- Lumping is not performed for organic bromine, meaning there is slightly less bromine due to non-representation of compounds other than CH3Br, Halon-1211, and Halon-1301.
- Stratospheric aerosol is as in CCMVal-1.

**GEOSSCCM:**
- All runs use JPL(2002) chemical kinetics.
- All runs use trace gas forcings prescribed for CCMVal-1 (i.e., they are not updated to CCMVal-2). For ODSs, annual means were prescribed following scenario Ab (WMO, 2003, Table 1-16).
- All runs use background (1979) surface area densities from a data set created by D. Considine.
- Direct radiative forcing by volcanic aerosol (on heating and photolysis) is not implemented in REF-B1.
- All runs ignore the solar cycle for photolysis.
- The REF-B1 run does not include QBO forcing.

**LMDZrepro:**
- No heating from volcanic aerosol was imposed in REF-B1.
- No QBO was imposed in REF-B1.
- REF-B0 and REF-B1 are forced with AMIP-II sea surface conditions.
- Halon-1211 and Halon-1301 surface mixing ratios are set to 1 pptv where the A1 scenario implies less than 1 pptv (before about 1980 and after about 2040).
- A constant surface mixing ratio of 3 pptv is imposed for CH2Br2.

**MRI:**
- Members 1, 2, and 3 of REF-B1 use SST and sea-ice modelled by MRI-CGCM 2.3.2.
- These simulations also do not include the CH4 changes after 2002.

**NiwaSOCOL:**
- The parameters associated with sulfate aerosol are as in Schraner et al. (2008), covering 1975-2002. The only change to this data set was to set the single-scattering albedo to 0.995 instead of 1.0 in the solar/shortwave spectral region, as recommended by Fischer et al. (2008).
- For REF-B1 and SCN-B1 the SAD data set is defined as follows:
- For REF-B0, REF-B2 and SCN-B2x the 2000 annual mean of the SAD data is used cyclically.
- For CTL0: The 1975 annual mean of SAD data set is used cyclically.
- Volcanic aerosol does not affect the photolysis rates.
- The Niwa-SOCOL halogen chemistry includes CHBr3 and CH2Br2 at 1.63 and 1.21 pptv in 2000, respectively.

**SOCOL:**
- The future scenarios for CO and NOx emissions differ from those recommended. Future CO and NOx emissions use the RETRO data set scaled by the SRES prediction of the future anthropogenic activities.
- JPL (2006) rates were used where applicable. Also data from earlier JPL versions, IUPAC (2005) and analytic expressions were used.
- SAD (background aerosol): see Niwa-SOCOL. The influence of stratospheric sulfate aerosol on the short- and longwave radiation has been directly taken into account, i.e., the model radiation code calculates online the changes in the radiation fields due to stratospheric aerosol.
- Photolysis rates are not affected by volcanic aerosol.
- The SOCOL halogen chemistry includes CHBr3 and CH2Br2 at 1.63 and 1.21 pptv in 2000, respectively.

**ULAQ:**
- Three REF-B1 integrations do not include diabatic heating rates from volcanoes.
- A fourth REF-B1 run includes the volcanic forcing, calculated online from the aerosol microphysics code of the ULAQ-CCM.

**UMETRAC:**
- There is no solar cycle in UMETRAC.
- The photochemistry has not been updated to JPL (2006).
- The SSTs have not been manipulated to account for a loss of variance.
- Photolysis rates do not account for the presence of volcanic aerosol.

**UMSLIMCAT:**
- Direct radiative (on photolysis and heating) due to volcanic impacts is not represented in REF-B1.
- The photolysis cross-section data was not updated to JPL (2006).
- The REF-B1 and REF-B2 simulations use an extra 6
 pptv of Br$_2$.
- The SSTs have not been manipulated to account for a loss of variance.

**UMUKCA-METO:**
- There is no solar cycle in the UMUKCA-METO simulations.
- SSTs are not manipulated to increase day-to-day variability.
- Photolysis cross sections and heterogeneous reaction data are not updated to JPL (2006).
- Photolysis rates are not affected by volcanic aerosol.
- For ODSs, in REF-B2 the unadjusted scenario A1 (WMO, 2006) is used.

**UMUKCA-UCAM:**
- UMUKCA-UCAM does not have a representation of the solar cycle.
- There is no direct volcanic aerosol effect implemented in UMUKCA-UCAM for REF-B1 (neither on

<table>
<thead>
<tr>
<th>CCM</th>
<th>T3I diagnostics</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3 (REF-B1)</td>
<td>va, ua, ta, ps, plev, O3, N2O, H2O, CO, CH4</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>zg, wap, vorpot, va, ua, tntsw, tntlw, ta, sad-sulf, sad-nat, sad-ice, plev, OH, OCIO, O3, O3, NOy, NO2, NO, N2O, N, HOCl, HOBr, H2O, HO2, HNO4, HNO3, HNO3s, HC1, HBr, H2O2, H2O, CO, Cly, CIONO2, C1O, CI2O2, CHBr3, CH3OOH, CH3Cl, CH3Br, CH2O, CFC13, CFC22, CBr, BrONO2, BrO, BrCl, Br</td>
</tr>
<tr>
<td>CMAM</td>
<td>zg, wap, va, ua, tntsw, tntlw, ta, plev, OH, OCIO, O3, O3, O1D, NOy, NO2, NO, N2O, N2O5, N2O, N, mean_age, HOCl, HOBr, H2O2, HNO4, HNO3, HC1, HBr, H2O2, H2O, CO, Cly, CIONO2, C1O, CI2O2, CH4, CH3OOH, CH3Cl, CH3Br, CH2O, CFC13, CFC22, CBr, BrONO2, BrO, BrCl, Br</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>sad-sulf, sad-nat, sad-ice,psc, OH, OCIO, O3, O3, O1D, NOy, NO2, NO, N2O, N2O5, jO2, jCI2O2, HOCl, HOBr, H2O2, HNO4, HNO3, HC1, HBr, H2O2, H2O, CO, Cly, CIONO2, C1O, CI2O2, CH4, CH3OOH, CH3Cl, CH3Br, CH2O, CFC13, CFC22, CCl4, CCl2FCCIF2, CBrF3, CBrClF2, Br, BrONO2, BrO, BrCl, Br</td>
</tr>
<tr>
<td>EMAC (REF-B1)</td>
<td>zg, vorpot, va, ua, ta, OH, OCIO, O3, O3, O1D, NOy, NO2, NO, N2O, N2O5, ice, HO2, HNO3_NAT, HNO3_1iq, HNO3, HCl, H2O, CO2, CO, Cly, C1O, CI2O3, CI2O2, CH4, CFC13, CFC22, CBr, Br, BrNO3</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>zg, wap, va, ua, tntsw, tntlw, ta, plev, OH, OCIO, O3, O3, O1D, NOy, NO2, NO, N2O, N2O5, N2O, N, mean_age, HOCl, HOBr, H2O2, HNO4, HNO3, HC1, HBr, H2O2, H2O, CO, Cly, CIONO2, C1O, CI2O2, CH4, CH3OOH, CH3Cl, CH3Br, CH2O, CFC13, CFC22, CBr, BrONO2, BrO, BrCl, Br</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>zg, wap, vorpot, va, ua, tntsw, tntlw, ta, sad-sulf, sad-nat, sad-ice, plev, OH, OCIO, O3s, O3, NOy, NO2, NO, N2O, N2O5, N2O, N, mean_age, HOCl, HOBr, H2O2, HNO4, HNO3, HC1, HBr, H2O2, H2O, convclt, CO, Cly, CIONO2, C1O, CI2O2, C1, CH4, CH3OOH, CH3Cl, CH3Br, CH2O, CH2Br2, CFC13, CFC22, CBr, BrONO2, BrO, BrCl, Br</td>
</tr>
<tr>
<td>MRI</td>
<td>OH, OCIO, O3, NOy, NO2, NO, N2O5, N2O, N, HOCl, HOBr, H2O2, HNO4, HNO3, HC1, HBr, H2O2, H2O, CO2, CO, Cly, CIONO2, CI2O2, C1, CH4, CH3OOH, CH3Cl, CH3Br, CFC13, CFC22, CBr, BrONO2, BrO, BrCl, Br Niwa-SOCOL (REF-B1) va, ua, ta, O3, NAT-SAD, NAT, N2O, ICE-SAD, ICE, HNO3, HCl, H2O, CO, C1O, CI2O2, CH4</td>
</tr>
<tr>
<td>UMUKCA-METO</td>
<td>zg, va, ua, tntsw, tntlw, ta, plev, OH, OCIO, O3s, O3P, O3, NOy, NOx, NO, N2O, N2O5, mean_age, HOCl, HOBr, H2O2, HNO4, HNO3, HC1, HBr, H2O2, H2O, CO, Cly, CIONO2, C1O, CI2O2, CH4, CH3Br, CFC13, CFC22, Br, BrONO2, BrO, BrCl, Br</td>
</tr>
<tr>
<td>WACCM</td>
<td>zg, wap, va, ua, tntsw, ta, sad-sulf, sad-nat, sad-ice, OH, OCIO, O3, O1D, NOy, NO, NO2, N, N2O, N2O5, mean_age, CI2O2, HOCl, HOBr, H2O2, HNO4, HNO3, HC1, HBr, H2O2, H2, CO, Cly, CIONO2, C1O, CI2O2, CH4, CH3OOH, CH3Cl, CH3Br, CH2O, CFC13, CFC22, CBr, BrONO2, BrO, BrCl, Br</td>
</tr>
</tbody>
</table>
heating nor photolysis).

- SSTs are not manipulated to increase day-to-day variability.
- Kinetic data are not updated to JPL (2006).
- For ODSs, in REF-B2 the unadjusted scenario A1 (WMO, 2006) is used.

**WACCM**

- No variance correction is applied to the SSTs.

### 2.6 Diagnostic output requested for CCMVal-2

In comparison with CCMVal-1, a much more comprehensive list of diagnostics has been requested ([http://www.pa.op.dlr.de/CCMVal/DataRequests/CCMVal-2_Datrequest_FINAL.pdf](http://www.pa.op.dlr.de/CCMVal/DataRequests/CCMVal-2_Datrequest_FINAL.pdf)). In particular, the process-oriented validation approach envisaged for CCMVal means that a lot of instantaneous fields have been produced; this class of diagnostics is missing in CCMVal-1. Monthly- and daily-mean diagnostics are given on 31 standard
Table 2.22: Zonal-monthly-mean (T2Mz) diagnostics produced by model, for REF-B2.

<table>
<thead>
<tr>
<th>CCM</th>
<th>T2Mz diagnostics</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3 (REF-B1)</td>
<td>va, ua, ta, O3, NOy, N2O, mean_age, HNO3, HCl, H2O, Cly, CH4, Bry</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>zg, wstar, vstar, va, ua, ta, OH, OCIO, O3, NOy, NO, NO2, N, N2O, N2O5, mean_age, HOCI, HOBr, H2O, HNO3, HCl, HBr, H2O, H2O2, H2, Cly, CIONO2, CIO, Cl, Cl2O2, Cl2, CHClF2, CH4, CH3Cl, CH3CCl3, CFC13, CF2Cl2, CCl4, BrONO2, BrO, BrCl, Br</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>zg, wstar, vstar, va, TRACER, ta, OH, OCIO, O3, NOy, NO, NO2, N, N2O, N2O5, HOCI, HOBr, H2O, HNO4, HNO3, HCl, HBr, H2O, H2O2, fz, fy, CO, Cly, CIONO2, CIO, Cl2O2, CHClF2, CHBr3, CH4, CH3OOH, CH3CI, CH3CCI3, CH3Br, CH2O, CFC13, CF2Cl2, CC14, CCl2FCCIF2, CBrF3, CBrClF2, Bry, BrO, BrCl, Br, accel_ogw, accel_nogw, accel_gw, accel_divf</td>
</tr>
<tr>
<td>CMAM</td>
<td>zg, wstar, vstar, va, ua, OH, ogw_flux, OCIO, O3P, O3, O1D, NOy, nogw_w_flux, nogw_e_flux, NO, NO2, N, N2O, N2O5, mean_age, HOCI, HOBr, H2O, HNO4, HNO3, HCl, HBr, H2O, H2O2, H2, fz, fy, CO, Cly, CIONO2, CIO, Cl2O2, Cl, CHF2Cl2, CH4, CH3OOH, CH3CI, CH3CCI3, CH3Br, CH2O, CFC13, CF2Cl2, CC14, Bry, BrONO2, BrO, BrCl, Br, accel_ogw, accel_nogw, accel_gw, accel_divf</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>zg, wstar, va, ua, OH, OCIO, O3, NOy, NO, NO2, N, N2O, N2O5, mean_age, HOCI, HOBr, H2O, HNO4, HNO3, HCl, HBr, H2O, H2O2, CO, Cly, CIONO2, CIO, Cl2O2, Cl, CH4, CH3OOH, CH3CI, CH3CCI3, CH3Br, CH2O, CFC13, CF2Cl2, CC14, CBrF3, CBrClF2, Bry, BrONO2, BrO, BrCl, Br</td>
</tr>
<tr>
<td>E39CA (REF-B1)</td>
<td>zg, wstar, vstar, va, ua, ta, O3, NO2, N2O, HNO3, HCl, H2O, fz, fy, CO, Cly, CIONO2, CH4, acccel_divf</td>
</tr>
<tr>
<td>EMAC (REF-B1)</td>
<td>zgm, zg, wstar, vstar, va, ua, tnsuw, ta, SF6, OH, O3P, O3, NOy, NO2, NO, N2O5, N2O, H2O, HNO3, HCl, H2O, fz, fy, CO, Cly, CIONO2, CIO, CH4, CFC13, CF2Cl2, Bry, BrO, acccel_divf</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>zg, wstar, va, ua, ta, OH, OCIO, O3, NOy, NO, NO2, N, N2O, N2O5, mean_age, HOCI, HOBr, H2O, HNO4, HNO3, HCFC-22, HCl, HBr, H2O, H2O2, fz, fy, CO, Cly, CIONO2, CIO, Cl2O2, Cl, CH4, CH3Cl, CH3CCI3, CH3Br, CFCl3, CF2Cl2, Cl4, CBrF3, CBrClF2, Bry, BrONO2, BrO, BrCl, Br, accel_ogw, accel_nogw, accel_gw, accel_divf</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>zg, wstar, va, ua, ta, OH, OCIO, O3, NOy, NO, NO2, N, N2O, N2O5, mean_age, HOCI, HOBr, H2O, HNO4, HNO3, HCl, HBr, H2O, H2O2, Hz, fy, CO, Cly, CIONO2, CIO, Cl2O2, Cl, CH4, CH3OOH, CH3CI, CH3CCI3, CH3Br, CH2O, CFC13, CF2Cl2, CCl4, CBrF3, CBrClF2, Bry, BrONO2, BrO, BrCl, Br, accel_ogw, accel_nogw, accel_gw, accel_divf</td>
</tr>
<tr>
<td>MRI</td>
<td>zg, wstar, vstar, va, ua, ta, OH, OCIO, O3, NOy, NO, NO2, N, N2O, N2O5, mean_age, HOCI, HOBr, H2O, HNO4, HNO3, HCl, HBr, H2O, H2O2, Hz, fy, CO2, CO, Cly, CIONO2, CIO, Cl2O2, Cl, CH4, CH3Cl, CH3Br, CFC13, CF2Cl2, CBrF3, CBrClF2, Bry, BrONO2, BrO, BrCl, Br, accel_ogw, accel_nogw, accel_gw, accel_divf</td>
</tr>
<tr>
<td>NiwaSOCOL (REF-B1)</td>
<td>zg, wstar, va, ua, ta, sad-sulf, sad-nd, OH, odsclc, odscll, O3, NOy, NO, NO2, N, N2O, N2O5, mean_age, HOCI, HOBr, H2O, HNO4, HNO3, HCl, HBr, H2O, H2O2, H2, fz, fy, CO, Cly, CIONO2, CIO, Cl2O2, Cl2, C1, CH4, CH3CCI3, CH3Br, CFC13, CF2Cl2, CBFy, Bry, BrONO2, BrO, BrCl, Br, accel_ogw, accel_nogw, accel_gw, accel_divf</td>
</tr>
<tr>
<td>SOCOL</td>
<td>zg, wstar, vstar, va, ua, ta, OH, O3, NOy, NO, NO2, N, N2O, N2O5, mean_age, HOCI, HOBr, H2O, HNO4, HNO3, HCl, HBr, H2O, H2O2, H2, fz, fy, CO, Cly, CIONO2, CIO, CHClF2, CH4, CH3Cl, CH3CCI3, CH3Br, CFC13, CF2Cl2, CCl2F3, CCl2CCIF2, CCI4, CCl2FCCIF2, CBrF3, CBrClF2, Bry, BrO, Br, accel_divf</td>
</tr>
<tr>
<td>ULAQ</td>
<td>zg, wstar, vstar, va, ua, OH, O3, NOy, NO, NO2, N2O, N2O5, mean_age, H2O, HNO4, HNO3, HCl, HBr, H2O, H2O2, H2, fz, fy, Cly, CIONO2, CIO, CHClF2, CH4, CH3Cl, CH3CCI3, CH3Br, CFC13, CF2Cl2, CCl2F3, CCl2CCIF2, CCI4, CCl2FCCIF2, CBrF3, CBrClF2, Bry, BrO, Br, accel_divf</td>
</tr>
</tbody>
</table>
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Table 2.22 continued.

<table>
<thead>
<tr>
<th>CCM</th>
<th>T2Mz diagnostics</th>
</tr>
</thead>
<tbody>
<tr>
<td>UMSLIMCAT</td>
<td>zg, wstar, wa, vstar, va, ua, ta, OH, OCIO, O3, NOy, NO, NO3, NO2, N2O, N2O5, HOCI, HOBr, HO2, HNO4, HNO3, HCl, HBr, H2O, H2O2, fz, fy, divf, CO, Cly, CIONO2, ClO, Cl2O2, CH4, CH3Br, CH2O, CFC-12, CFC-11, Bry, Brx, BrONO2, BrCl</td>
</tr>
<tr>
<td>UMETRAC (REF-B1)</td>
<td>zg, ua, ta, O3, NOy, N2O5, N2O, mean_age, HOCI, HOBr, HCl, HBr, H2O, CO, Cly, CIONO2, CH4, CH3OOH, Bry, BrONO2</td>
</tr>
<tr>
<td>UMUKCA-METO</td>
<td>zg, wstar, vstar, va, ua, ta, OH, ogw_flux, O3, NOy, NOx, nogw_w_flux, nogw_e_flux, NO, NO2, N, N2O, N2O5, mean_age, HOCI, HOBr, HO2, HNO4, HNO3, HCl, HBr, H2O, fz, fy, CO, Cly, CIONO2, ClO, Cl2O2, Cl, CH4, CH3Br, CH2Br2, CFC13, Bry, BrONO2, BrO, BrCl, Br, acccel_ogw, acccel_nogw, acccel_divf</td>
</tr>
<tr>
<td>UMUKCA-UCAM</td>
<td>zg, wstar, vstar, va, ua, ta, O3, NOy, N2O, N2O5, mean_age, HNO3, H2O, Cly, CIONO2, CH4, acccel_divf</td>
</tr>
<tr>
<td>WACCM</td>
<td>zg, wstar, vstar, va, ua, ta, OH, OCIO, O3, NOy, NO, NO2, N, N2O, N2O5, mean_age, HOCI, HOBr, HCl, HBr, H2O, H2O2, H2, Cly, CIONO2, ClO, CI2O2, CI, CH4, CHCI3, CH3CCl3, CFC13, CF2Cl2, CI4, Bry, BrONO2, BrO, BrCl, Br</td>
</tr>
</tbody>
</table>

Table 2.23: Surface and zonal-mean instantaneous (T2Is, T2Iz) diagnostics produced by model, for REF-B2.

<table>
<thead>
<tr>
<th>CCM</th>
<th>T2Is diagnostics</th>
<th>T2Iz diagnostics</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAM3.5</td>
<td>toz, ta50</td>
<td></td>
</tr>
<tr>
<td>CMAM</td>
<td>zg500, zg100, zg10, va100, val10, ua100, ua10, toz, ta100, ta10, ps</td>
<td>zg, ua, ta</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>zg500, zg10, zg100, zg1000, vp_840K, vp_460K, va_10, va_100, va_1000, ua_10, ua_1000, toz, tasmin, tasmax, tas, ta_10, ta_100, ta_1000, ps, clt</td>
<td>zg, va, ua, ta</td>
</tr>
<tr>
<td>E39CA (REF-B1)</td>
<td>tas</td>
<td>zg</td>
</tr>
<tr>
<td>NiwaSOCOL (REF-B1)</td>
<td>rsdscs, rds</td>
<td></td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>zg500, zg10, zg100, va10, val10, ua100, ua100, toz, tos, ta10, ta100, snd, rsdscs, rds, ps, nufl, convclt, clt</td>
<td>zg, va, ua, ta</td>
</tr>
<tr>
<td>UMUKCA-METO</td>
<td>zg500, zg10, zg100, zg1000, vorpot_840K, vorpot_460K, va10, va100, va1000, ua1000, ua1000, toz, tasmin, tasmax, tas, ta10, ta100, ta1000, ps, nufl</td>
<td></td>
</tr>
</tbody>
</table>

CCMVal-2 levels (1000, 850, 700, 500, 400, 300, 250, 200, 170, 150, 130, 115, 100, 90, 80, 70, 50, 30, 20, 15, 10, 7, 5, 3, 2, 1.5, 1, 0.5, 0.3, 0.2, and 0.1 hPa), whereas 3-dimensional instantaneous fields are given on model levels. In the horizontal, the data are requested on the native model grid. AMTRAC3 data are interpolated onto a regular latitude-longitude grid because of the unusual grid used in this model. The monthly-mean diagnostics fall into the categories T3M (3-dimensional), T2Ms (latitude-longitude), and T2Mz (zonal-mean). Instantaneous diagnostics likewise come in the categories T3I, T2Is, and T2Iz. For the T3I category, to reduce data volume, the diagnostics have been requested for specified periods, namely all years between 1990-2005, every 3-years before 1989, and every three years from 2005. Some diagnostics were requested as daily means (T2Ds, T2Dz). Finally, a few more diagnostics were 1- or 0-dimensional. Tables 2.20-2.24 list the 3- and 2-dimensional diagnostics. (Note that the database (ftp://ftp.badc.rl.ac.uk) is updated frequently, so the reader is referred there for the most up-to-date listing.) CCMVal-1 data has originally been requested in ASCII format. This format is now considered outdated. For CCMVal-2, diagnostic output has been requested in Climate- and Forecast (CF)-compliant NetCDF format (http://www.unidata.ucar.edu/software/netcdf), and the CCMVal-1 data have also been reprocessed into the same format for easier comparison with CCMVal-2. CF also defines the names for meteorological and chemical diagnostics which are generally used in CCMVal-2. See http://www.pa.op.dlr.de/CCMVal/DataRequests/CCMVal2_Datarequest_FINAL.pdf for a list of the names of diagnostics listed here.

Special (offline) diagnostics have been requested for
the photolysis and radiation chapters, using stand-alone versions of the photolysis and radiation modules used in the models (Chapters 3 and 6).
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>0</td>
<td>1 (to 2007)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CMAM</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>2 (20, 17 years)</td>
<td>2 (1960-2005)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>E39CA</td>
<td>0</td>
<td>1 (to 2004)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>EMAC</td>
<td>0</td>
<td>1 (to 2000)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>1</td>
<td>1</td>
<td>1 (from 2000)</td>
<td></td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>MRI</td>
<td>1/36yrs</td>
<td>4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Niwa-SOCOL</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>SOCOL</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>ULAQ</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>UMETRAC</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>1 (15 years)</td>
<td>1 (45 years)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>UMUKCA-METO</td>
<td>1</td>
<td>1</td>
<td>1 (to 2083)</td>
<td></td>
</tr>
<tr>
<td>UMUKCA-UCAM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>WACCM</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>
Table O-2: Control and sensitivity simulations, number of simulations per CCM.

<table>
<thead>
<tr>
<th>CCM</th>
<th>CTL-B0 1960 slice</th>
<th>SCN-B1 incl. brominated VSLS</th>
<th>SCN-B2a 2100 Diff. GHG scen.</th>
<th>2000-2100</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCSRNIES</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MRI</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Niwa-SOCOL</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ULAQ</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table O-2, continued.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CCSRNIES</td>
<td>1 (in Dec 2009)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>E39CA</td>
<td>0</td>
<td>0</td>
<td>1 (to 2049)</td>
<td></td>
</tr>
<tr>
<td>ULAQ</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>CCM</td>
<td>Time step of dynamical core [s]</td>
<td>Time step(s) of physical processes [s]</td>
<td>Time step(s) of radiation [s]</td>
<td>Time step(s) of transport scheme(s) [s]</td>
</tr>
<tr>
<td>-------------</td>
<td>---------------------------------</td>
<td>----------------------------------------</td>
<td>-------------------------------</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td>AMTRAC3</td>
<td>1800</td>
<td>1800</td>
<td>10800</td>
<td>1800</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>225</td>
<td>1800</td>
<td>1800</td>
<td>1800</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>600 (variable)</td>
<td>600 (variable)</td>
<td>10800</td>
<td>600 (variable)</td>
</tr>
<tr>
<td>CMAM</td>
<td>720</td>
<td>720</td>
<td>720</td>
<td>720</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>1350</td>
<td>1350</td>
<td>10800</td>
<td>3600</td>
</tr>
<tr>
<td>E39CA</td>
<td>1440</td>
<td>1440</td>
<td>7200</td>
<td>1440</td>
</tr>
<tr>
<td>EMAC</td>
<td>900</td>
<td>900</td>
<td>2700</td>
<td>900</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>300</td>
<td>1800</td>
<td>3600</td>
<td>300</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>1800</td>
<td>1800</td>
<td>21600</td>
<td>900</td>
</tr>
<tr>
<td>MRI</td>
<td>900</td>
<td>900</td>
<td>3600</td>
<td>900</td>
</tr>
<tr>
<td>SOCOL Niwa-SOCOL</td>
<td>900</td>
<td>900</td>
<td>Heating rates: 900 Full rad.: 7200</td>
<td>GCM: 900 Tracers: 7200</td>
</tr>
<tr>
<td>ULAQ</td>
<td>3600</td>
<td>3600</td>
<td>3600</td>
<td>3600</td>
</tr>
<tr>
<td>UMETRAC</td>
<td>1800</td>
<td>1800</td>
<td>10800</td>
<td>1800</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>900</td>
<td>900</td>
<td>10800</td>
<td>900</td>
</tr>
<tr>
<td>UMUKCA-METO</td>
<td>1200</td>
<td>2400</td>
<td>10800</td>
<td>1200</td>
</tr>
<tr>
<td>UMUKCA-UCAM</td>
<td>1200</td>
<td>2400</td>
<td>3600</td>
<td>1200</td>
</tr>
<tr>
<td>WACCM</td>
<td>225</td>
<td>1800</td>
<td>1800</td>
<td>1800</td>
</tr>
</tbody>
</table>

Table O-3. Time stepping and calendar used. 360d = 360-day calendar. 365d = 365-day calendar. Greg= Gregorian calendar.
Table O-4: References for physical parameterizations. LMDZrepro is investigating a problem with tropical UTLS water vapour. Table O-4 continues next page.

<table>
<thead>
<tr>
<th>Model</th>
<th>Turbulent vertical fluxes, dry convection</th>
<th>Moist convection</th>
<th>Cloud microphysics</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRI</td>
<td>Level2, no dry convection</td>
<td>Arakawa and Schubert (1974)</td>
<td>None</td>
</tr>
<tr>
<td>Niwa·SOCOL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UMUKCA-UCAM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCM</td>
<td>Aerosol microphysics</td>
<td>Cloud cover</td>
<td>Cloud microphysics</td>
</tr>
<tr>
<td>----------</td>
<td>----------------------</td>
<td>--------------------------------------</td>
<td>-------------------------------------------</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>N/A</td>
<td>Numaguti et al. (1997)</td>
<td>Le Treut and Li (1991)</td>
</tr>
<tr>
<td>E39CA</td>
<td>N/A</td>
<td>Sundquist (1978)</td>
<td>Sundqvist et al. (1989); Roeckner (1995)</td>
</tr>
<tr>
<td>EMAC</td>
<td>N/A</td>
<td>Tompkins (2002)</td>
<td>Lohmann and Roeckner (1996) with some revisions</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>N/A</td>
<td>Rienecker et al. (2008)</td>
<td>Sud and Walker (1999)</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>N/A</td>
<td>Hourdin et al. (2006)</td>
<td>Hourdin et al. (2006)</td>
</tr>
<tr>
<td>MRI</td>
<td>None</td>
<td>Relative humidity dependent</td>
<td>None</td>
</tr>
<tr>
<td>ULAQ</td>
<td>Pitari et al. (2002)</td>
<td>Rossow et al. (1987)</td>
<td>N/A</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>N/A</td>
<td>Smith (1990)</td>
<td>Smith (1990)</td>
</tr>
<tr>
<td>CCM</td>
<td>Land surface scheme (reference)</td>
<td>Soil moisture (reference)</td>
<td>Planetary boundary layer scheme (reference)</td>
</tr>
<tr>
<td>--------------</td>
<td>---------------------------------</td>
<td>---------------------------</td>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>CMAM</td>
<td>CLASS 2.7 (Scinocca et al., 2008)</td>
<td>Scinocca et al. (2008)</td>
<td>Scinocca et al. (2008)</td>
</tr>
<tr>
<td>MRI</td>
<td>Improved SiB, 3 layers</td>
<td>Improved SiB, 3 layers</td>
<td>Mellor and Yamada (1974) level 2</td>
</tr>
<tr>
<td></td>
<td>(Shibata et al., 2005)</td>
<td>(Shibata et al., 2005)</td>
<td>Louis et al. (1982) surface layer</td>
</tr>
<tr>
<td></td>
<td>Sellers et al. (1986)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fischer et al. (2008)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ULAQ</td>
<td>N/A</td>
<td>N/A</td>
<td>Specification of emissions and deposition velocities: Müller and Brasseur (1995)</td>
</tr>
</tbody>
</table>
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3.1 Introduction

Understanding and quantifying radiative processes is of fundamental importance to the study of climate and its change. Radiative processes drive global climate change and play a key role in establishing the temperature structure of the atmosphere. The thermal regime of the middle atmosphere is determined to a great extent by the balance between the incoming solar and outgoing infrared radiation. The radiative heating changes brought on by changes in carbon dioxide and ozone can cause large trends in stratospheric temperatures as well as affect surface climate (WMO, 2003). Given the prime importance of radiative processes for understanding the atmosphere and its evolution, the development and improvement of radiation schemes is obviously one of the crucial points in the ongoing development and maintenance of atmospheric models. The purpose of this chapter is to evaluate key radiative processes in the CCMVal models.

This chapter covers a number of topics. Current radiative parameterisation architecture is assessed in Section 3.2. Global mean temperature profiles and long-term trends provided by CCMVal models are analysed in Section 3.3. In Section 3.4, radiative transfer schemes of different CCMVal models are compared with each other and compared against line-by-line (LBL) calculations. The
incoming solar irradiance at short wavelengths significantly varies with the solar cycle, leading to strong ozone and temperature solar signals in the stratospheric climate. The ability of CCMval models’ radiation schemes to reproduce the solar signal is analysed in Section 3.5. The last four sections present metric summaries (3.6), model by model analysis (3.7), recommendations (3.8) and the executive summary (3.9).

3.1.1 Radiative based diagnostics

Table 3.1 presents the details of the radiative diagnostics and the metrics used to assess them. Throughout the chapter we have tried to explain differences between CCMs. However, in many instances appropriate diagnostics were not available and interpretation is lacking, so a full assessment of differences has not been possible.

Several radiative processes are not assessed in this chapter. A representation of photolysis is of fundamental importance for CCMs: this aspect of radiation is discussed in Chapter 6. Above 70 km, local thermodynamic equilibrium (LTE) begins to breakdown (see Fomichev 2009 for a detailed review of non-LTE effects). At present only two CCMs include these effects (CMAM and WACCM), and both employ the same parameterisation (Fomichev et al., 1998; Ogibalov and Fomichev, 2003). Clouds and aerosols (both stratospheric and tropospheric) also have important effects on stratospheric heating rates and on radiative forcing but these effects are not evaluated here. We also do not assess the effects of the plane parallel atmosphere approximation that is typically employed in radiation codes. This approximation fails to give any solar heating at zenith angles larger than 90°. Lastly we do not assess the way the radiation scheme is implemented within the CCM. Important considerations here are the frequency of full radiative calculations compared to the model time step; sub-grid-scale variations and the order of the radiation call in relation to the call to other physical parameterisations.

3.2 Radiative Transfer Parameterizations

Accurate methods of solving radiative transfer within the Earth’s atmosphere exist. However, such schemes are too computationally expensive to currently be employed within a climate modelling context. Parameterisations were designed to approximate more exact treatments with sufficient enough accuracy for the problem being considered. A good example of this is one of the earliest parameterisations of solar radiative transfer (Lacis and Hansen, 1974). Their approximations provide useful insights into more complex ones used today. Even their simple parameterisation accounted for Rayleigh scattering, cloud, solar zenith angle, water vapour and ozone absorption, but like many shortwave codes today, it ignored minor absorption by CO₂ and CH₄ (see Collins et al., 2006). For its purpose the code was extremely accurate and only increased the computer time overhead in the parent model by 0.3%; variants of this code were employed in climate models until very recently. Much of their original paper was concerned with finding measurements of input properties to test their code and they made the point that uncertainties in water vapour or cloud radiative properties are likely to be a bigger source of error than their approximate radiative transfer solution – this still remains true today.

Radiative transfer approximations within climate models encompass three broad categories: 1) the radiative transfer solution, 2) input parameters and 3) implementation. These are described briefly below.

1. Radiative transfer solution. The most important choice here is the number of spectral bands to employ and how to account for overlapping within bands. Also important are the number of streams used for scattering approximations. In the CCM context it is also worth considering the choice of a plane parallel atmosphere: nearly all climate models including CCMs adopt this approximation, even when the photolysis codes in CCMs adopt spherical geometry. Most CCMs would therefore not have any solar heating at zenith angles greater than 90°, but still have photolysis of ozone in the stratosphere, creating an inconsistency.

2. Input parameters. Important choices include line databases and cross-sections for the absorbing gases and the water vapour continuum; the extra-terrestrial solar spectrum; and cloud and aerosol optical properties.

3. Implementation. CCMs and climate models also have to make pragmatic choices about how often to call the radiative transfer code, as calling the code every time step is often impractical and unnecessary. Also choices of cloud overlap and sub-grid-scale variability need to be made. Ways of calculating solar zenith angle and Earth-Sun distance can also cause differences between models. Differences in the underlying model’s vertical resolution can also affect the radiation scheme.

Several previous inter-comparisons of climate model radiative transfer codes have been undertaken (e.g., Forster et al., 2001; Collins et al., 2006; Goldblatt et al., 2009; Myhre et al., 2009). Most of these studies have found very significant differences between radiation codes, even when considering only clear skies and constraining many of the input parameters. Common problems identified have been the use of radiation codes beyond their original limitations.
Table 3.1: Summary of the radiative diagnostics and the metrics used to assess them.

<table>
<thead>
<tr>
<th>Process</th>
<th>Diagnostic</th>
<th>Variables</th>
<th>Data</th>
<th>Metric</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stratospheric temperatures</td>
<td>Comparing 1980-1999 climatological global mean temperature profiles</td>
<td>Temperature, Atmospheric composition</td>
<td>(Re)analyses</td>
<td>Maximum difference between ERA-40 and either UKMO or NCEP analysis</td>
<td>3.3</td>
</tr>
<tr>
<td>Stratospheric temperature change</td>
<td>Comparing 1980-1999 global mean temperature trends</td>
<td>Temperature, Atmospheric composition</td>
<td>MSU/SSU trends</td>
<td>MSU/SSU trend uncertainty 95% confidence interval</td>
<td>3.3</td>
</tr>
<tr>
<td>Radiative fluxes</td>
<td>Comparing climatological fluxes in offline radiation schemes</td>
<td>Shortwave, longwave up/down/net fluxes for global daily average</td>
<td>LBL and other sophisticated offline radiation models</td>
<td>Maximum difference between sophisticated radiation models</td>
<td>3.4</td>
</tr>
<tr>
<td>Radiative forcing</td>
<td>Comparing forcings in offline radiation schemes for a variety of atmospheric composition changes</td>
<td>Global and diurnal mean shortwave, longwave up/down/net instantaneous forcings.</td>
<td>LBL and other sophisticated offline radiation models</td>
<td>Maximum difference between sophisticated radiation models</td>
<td>3.4</td>
</tr>
<tr>
<td>Stratospheric heating/cooling</td>
<td>Comparing climatological heating/cooling rates in offline radiation schemes</td>
<td>Global and diurnal mean shortwave, longwave/net heating rates</td>
<td>LBL and other sophisticated offline radiation models</td>
<td>Maximum difference between sophisticated radiation models</td>
<td>3.4</td>
</tr>
<tr>
<td>Changes in stratospheric heating/cooling</td>
<td>Comparing changes in heating/cooling rates in offline radiation schemes</td>
<td>Global and diurnal mean changes in shortwave, longwave, net heating rates</td>
<td>LBL and other sophisticated offline radiation models</td>
<td>Maximum difference between sophisticated radiation models</td>
<td>3.4</td>
</tr>
<tr>
<td>Solar variability</td>
<td>Comparing SW heating rates in offline radiation schemes with prescribed solar spectrum variations and ozone change</td>
<td>Shortwave heating rates</td>
<td>Sophisticated offline radiation model</td>
<td>Whether or not radiation code reproduces sophisticated model signal</td>
<td>3.5</td>
</tr>
</tbody>
</table>

and/or using outdated input data for, for example, spectral line databases.

Some details of the CCM radiation codes employed are presented in Chapter 2 Tables 2.10 and 2.11. All employ versions of the two stream approximation for solving scattering and have an order of 10 spectral bands in the shortwave and longwave. Although all codes include the main absorbers, minor absorbers differ between codes. They also employ different spectral line databases.

3.3 Global mean temperature and temperature trends in CCMs

In this section the performance of the models in terms of their global mean temperature climatology and global mean temperature trends is assessed. On a globally averaged basis the temperature in the middle atmosphere below about 70 km is controlled mainly by radiative processes. This means that long-term global mean temperature biases between models and observations are mainly due to either inaccuracies in the model treatments of radiative processes or due to inaccurate distributions of radiatively active gases in the models. Below 70 km the major contributions to the radiative energy budget are provided by ozone, carbon dioxide, and water vapour. For CCMVal, carbon dioxide is specified identically in all models so its abundance should not contribute to any model differences. However, the distributions of ozone and water vapour, which are affected by the transport and chemistry schemes
of each individual model, affect the calculated temperature biases. Overestimation of ozone should generally lead to a warm bias (due to larger ozone solar heating) while overestimation of water vapour should generally lead to a cold bias (due to larger infrared cooling), and vice versa. Thus, inter-comparison of model results for temperature on the one hand and ozone and water vapour on the other hand provides some guidance as to whether model temperature biases are due to biases in the abundance of these chemical species or due to inaccuracies in the radiation schemes.

A model’s ability to reproduce the observed temperature climate does not ensure an accurate sensitivity to perturbations, such as increasing GHGs and ozone depletion. Therefore, we assess model temperatures and model temperature trends separately. The model temperature climatologies are discussed in Section 3.3.1 and the model

Figure 3.1: Climatological global and annual mean (a) temperature, (b) ozone mixing ratio, and (c) water vapour mixing ratio for REF-B1 model simulations and reference data sets; and (d) temperature bias, (e) ozone bias and (f) water vapour bias with respect to reference data sets. Reference data sets include ERA-40, NCEP and UKMO reanalyses for temperature and HALOE observations for ozone and water vapour. For temperature, the climatological means and biases are calculated for 1980-1999 except for UKMO reanalyses which are shown for 1992-2001. Biases are calculated relative to the ERA-40 reanalyses. For ozone and water vapour, the climatological means and biases are calculated for 1991-2002 except for EMAC and UMETRAC which are shown for 1991-2000. The grey areas show ERA-40 and HALOE plus and minus two standard deviations about the climatological means. The solid black lines indicate the multi-model mean results. For other data sets, see legend. Model acronyms are described in Table 1.1 and details for each model are given in Chapter 2.
temperature trends for the past and future are discussed in Sections 3.3.2 and 3.3.3, respectively.

The analyses presented for the climatology and the past trends are based on model results from the REF-B1 scenario, including observed surface forcings of sea surface temperatures (SSTs), greenhouse gases (GHGs) and ozone depleting substances (ODSs), and variations in volcanic aerosols and solar forcing. To assess future trends, however, model results for the REF-B2 scenario are used. The REF-B2 experiments include the same surface forcing of GHGs and ODSs as REF-B1 but do not include variations in volcanic aerosol and solar forcing. For a complete description of the REF-B1 and REF-B2 scenarios see Chapter 2. For models that have provided multiple ensemble members (for REF-B1: CMAM, CNRM-ACM, LMDZrepro, MRI, SOCOL and WACCM) the results presented show the ensemble mean values, unless stated otherwise.

### 3.3.1 Global mean temperature climatology

Figure 3.1a shows global mean vertical temperature profiles averaged over 1980-1999 for both the REF-B1 model experiments and for three reanalyses data sets, the latter including ERA-40, NCEP and UKMO (note that the UKMO climatology is derived for 1992-2001). The grey shaded area shows ERA-40 plus and minus two standard deviations about the climatological mean, indicating the interannual variability of this data set. All models capture the large scale features of the troposphere and stratosphere, with decreasing temperatures with height in the troposphere, a distinct temperature minimum at the tropopause around 100 hPa and increasing temperature with height in the stratosphere. The spread between the models is larger in the stratosphere than in the troposphere. Figure 3.1d shows model biases with respect to the ERA-40 climatology. NCEP and UKMO are generally close to ERA-40, but are up to 3 K warmer around the tropopause (near 100 hPa) and up to 6 K warmer in the upper stratosphere. Most models agree well with the observations and are generally within ±5 K of the ERA-40 temperatures. Exceptions are the temperatures from CAM3.5, CCSRNIES, CMAM, CNRM-ACM, LMDZrepro, UMUKCA-METO and UMUKCA-UCAM. CAM3.5, with an upper model boundary at 3 hPa, provides data only up to 5 hPa where it under-estimates temperatures by up to 9 K. CCSRNIES has a cold bias around the tropopause that maximises at -9 K near 70 hPa, and a positive bias of up to 8 K in the middle and upper stratosphere. CMAM displays a similar positive bias of up to 9 K in the middle and upper stratosphere. CNRM-ACM has a cold bias throughout the stratosphere with maximum values of -11 K and -15 K in the lower and upper stratosphere, respectively. LMDZrepro has a warm bias of up to 15 K in the upper stratosphere. UMUKCA-METO and UMUKCA-UCAM both display a distinct warm bias of up to 7-8 K in the lower stratosphere, and UMUKCA-UCAM has a warm bias of up to 6 K in the upper stratosphere. Finally it can be noted that the multi-model mean results fall within the ERA-40 interannual variability limits above about 70 hPa, i.e., throughout most of the stratosphere. Below 70 hPa, particularly in the upper troposphere between 300 and 100 hPa, there is a general tendency for the models to have a cold bias. These results are roughly in agreement with the previous multi-model temperature assessment, performed for CCMVal-1 (Austin et al., 2009).

Below follows a qualitative assessment that attempts to identify which features of the temperature biases highlighted above are associated with biases in ozone and water vapour. Models without a clear connection between temperature biases on the one hand, and ozone and water vapour biases on the other, are as discussed earlier likely to have deficiencies in their radiation scheme. Note that the focus here is on explaining features in the temperature fields, not in ozone or water vapour, which are dealt with separately in Chapter 6. Also note that inferences in this section are suggestive. The methodology cannot rule out unknown reasons for model biases. For example, effects of different treatments of clouds and aerosols may have a significant impact on the results in the lower stratosphere, but are not considered in the following analysis.

A more detailed assessment of the radiation scheme performances based on radiative fluxes and heating rates is given in Section 3.4. The combined effect of errors in heating rates and distribution of radiatively active gases on biases in the global mean temperature climatology is analysed in Section 3.4.6.

Figures 3.1b and 3.1c show global mean vertical ozone and water vapour profiles averaged over 1991-2002 for the REF-B1 model experiments and for HALOE observations. Figure 3.1e and 3.1f show model biases with respect to the HALOE climatology. The grey shaded areas show the HALOE plus and minus two standard deviations about the climatological mean.

For ozone, model values are generally within ±1 ppm of the observations, with a tendency for the models to overestimate ozone in the lower stratosphere and to underestimate ozone in the upper stratosphere. The multi-model mean results fall well within the HALOE interannual variability limits throughout the stratosphere and upper troposphere. For water vapour, the inter-model spread is much larger, and biases with respect to the observed climatology are in some cases in excess of 50% of the climatological values themselves. The multi-model mean results underestimate the observations by about 1 ppm in the stratosphere, but are within the HALOE interannual variability limits in this region. Generally, ozone biases are expected to have a larger impact on the temperature than biases in water vapour, since the longwave radiative effect of water
vapour generally is overshadowed by that from CO₂ (an exception is the lower stratosphere, see e.g., Fomichev 2009). However, water vapour biases as large as those presented here can have a significant effect on the radiative balance throughout the stratosphere. For example, in CMAM the inclusion of water vapour cooling in the upper stratosphere leads to a temperature reduction of about 5 K in this region (Fomichev et al., 2004), which suggests that large water vapour biases could have a significant impact throughout the stratosphere. Notably, all the models with a significant warm bias in the middle to upper stratosphere (CCSRNIES, CMAM and LMDZrepro) display significant negative biases in water vapour.

CAM3.5 water vapour biases are small (Figure 3.1f), and a large overestimation of ozone mixing ratios in excess of 1 ppm near the model upper boundary (Figure 3.1e), which should lead to overestimated solar heating, seems inconsistent with the CAM3.5 cold bias in this region. Hence the cold bias for this model above 10 hPa is likely to be due to inaccuracies in the model’s radiative scheme or possibly associated with the low upper boundary.

CCSRNIES displays the largest bias in water vapour of all models. The model under-estimates the observed values by 2-4 ppm in the middle and upper stratosphere, which likely explains a significant fraction of the model’s warm bias in this region. CCSRNIES also overestimates ozone near its peak in the middle stratosphere by almost 2 ppm, which should also contribute to the warm bias. Thus, it is possible that the warm bias in the middle stratosphere is due to biases in ozone and water vapour alone, while in the upper stratosphere, where the model simulation of ozone is quite adequate, the water vapour bias is unlikely to be responsible for the entire 8 K bias there. Also, the cold bias in the lower stratosphere and upper troposphere, cannot be linked to biases in ozone and water vapour, and thus is likely due to inaccuracies in the model’s radiative scheme.

CMAM displays a similar positive temperature bias to that of CCSRNIES in the middle and upper stratosphere. While CMAM under-estimates water vapour by about 1 ppm throughout the stratosphere, which should lead to somewhat under-estimated infrared cooling, this can only explain a small fraction of the CMAM warm bias. Furthermore, the fact that CMAM under-estimates ozone slightly in this region, which should lead to reduced solar heating, suggests that the CMAM warm bias in this region is likely to be primarily due to inaccuracies in the model’s radiative scheme.

CNRM-ACM ozone biases are small, and although a 1 ppm positive bias in water vapour throughout the stratosphere should contribute to a somewhat overestimated infrared cooling, the bulk of the cold bias in this model is likely to be due to inaccuracies in the model’s radiative scheme.

LMDZrepro displays similar biases as CMAM, with overestimated upper stratospheric temperatures, a slight low ozone bias in the upper stratosphere, and a negative bias in water vapour throughout the stratosphere. Although the water vapour bias for LMDZrepro is significantly stronger than for CMAM, amounting to 2-3 ppm, this bias is not sufficient to explain the large warm bias in the upper stratosphere. This and the fact that LMDZrepro agrees well with observed temperatures below 5 hPa (despite a large water vapour bias there) suggests that inaccuracies in the model’s radiative scheme should be the main cause for the LMDZrepro temperature bias.

<p>| Table 3.2: Model temperature climatology bias (K) with respect ERA-40 for 1980-1999 at 70, 15 and 2 hPa. Values in parentheses show the bias in units of ERA-40 one standard deviation interannual variability (70 hPa: 0.65 K; 15 hPa: 0.65 K; 2 hPa: 2.20 K). Sigma values for grading purposes are defined as the maximum differences between the reanalyses data sets and are presented in the last line. |</p>
<table>
<thead>
<tr>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>-0.98 (1.51)</td>
<td>1.81 (2.77)</td>
<td>1.64 (0.74)</td>
<td>SOCOL</td>
<td>-4.39 (6.73)</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>-3.04 (4.67)</td>
<td>-1.35 (2.07)</td>
<td>NA</td>
<td>ULAQ</td>
<td>0.71 (1.09)</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>7.45 (11.4)</td>
<td>4.49 (6.88)</td>
<td>6.00 (2.73)</td>
<td>UMETRAC</td>
<td>-2.97 (4.56)</td>
</tr>
<tr>
<td>CMAM</td>
<td>1.29 (1.98)</td>
<td>2.28 (3.49)</td>
<td>8.30 (3.78)</td>
<td>UMSLIMCAT</td>
<td>1.37 (2.11)</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>-9.64 (14.8)</td>
<td>-6.76 (10.4)</td>
<td>-10.30 (4.69)</td>
<td>UMUKCA-UCAM</td>
<td>7.74 (11.87)</td>
</tr>
<tr>
<td>EMAC</td>
<td>-3.19 (4.89)</td>
<td>-1.49 (2.27)</td>
<td>0.40 (0.18)</td>
<td>UMUKCA-METO</td>
<td>7.13 (10.95)</td>
</tr>
<tr>
<td>E39CA</td>
<td>1.99 (3.05)</td>
<td>1.74 (2.67)</td>
<td>NA</td>
<td>WACCM</td>
<td>-0.59 (0.90)</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>0.53 (0.82)</td>
<td>0.49 (0.75)</td>
<td>2.77 (1.26)</td>
<td>MMM</td>
<td>-0.92 (1.41)</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>0.10 (0.15)</td>
<td>-0.65 (-0.99)</td>
<td>11.10 (5.05)</td>
<td>NCEP</td>
<td>0.74 (1.13)</td>
</tr>
<tr>
<td>MRI</td>
<td>-0.99 (-1.53)</td>
<td>-2.88 (-4.41)</td>
<td>-2.60 (-1.18)</td>
<td>UKMO</td>
<td>-0.18 (-0.27)</td>
</tr>
<tr>
<td>NiwaSOCOL</td>
<td>-4.14 (-6.36)</td>
<td>-0.01 (-0.01)</td>
<td>-2.85 (-1.29)</td>
<td>Sigma</td>
<td>0.74 (1.13)</td>
</tr>
</tbody>
</table>
Chapter 3: Radiation

UMUKCA-METO and UMUKCA-UCAM overestimates ozone in the lower stratosphere, which should lead to overestimated radiative heating. This provides a plausible explanation for the UMUKCA-METO and UMUKCA-UCAM warm biases in this region, although other effects cannot be ruled out.

Table 3.2 shows model temperature climatology biases with respect ERA-40 for 1980-1999 at 70, 15 and 2 hPa. Sigma values for grading purposes are defined as the maximum differences between the reanalyses data sets and are also presented in Table 3.2 (see Sections 3.6 and 3.7).

3.3.2 Global mean temperature trends: Past

Figure 3.2 shows near global mean trends for temperature, ozone and water vapour from 1980-1999 for the REF-B1 model experiments. Trends were calculated from linear fits to the annual mean time series from each model. Figure 3.2a also shows the observed stratospheric temperature trend over this period, indicated by the MSU/SSU dataset. The horizontal error bars for MSU/SSU indicate the 95% confidence intervals for the fitted trends. Note that MSU/SSU data are also associated with uncertainty in the vertical due to the vertical distribution of its weighting functions (see Randel et al., 2009). Here the MSU/SSU data was simply plotted at the weighted mean heights (negative portions of the weighting functions excluded). Since the focus in this analysis is on temperature no observations are included in Figure 3.2 for ozone and water vapour, and thus the following qualitative assessment will use the multi-model mean as a reference for these species.

The observed temperature trend is associated with emission of CO2 and ozone depleting substances (Jonsson et al., 2009) and is driven radiatively by increases in CO2 and water vapour and decreases in ozone (Shine et al., 2003). All models capture the large scale features of the observed temperature trend, with warming in the troposphere (not shown) and cooling in the stratosphere. Furthermore, the vertical structure of the stratospheric trend, with cooling maxima in the upper and lower stratosphere that are consistent with decreases in ozone (Figure 3.2b), is generally well captured. The following discussion will primarily focus on the stratospheric results. Disregarding the main model outliers in the stratosphere, CNRM-ACM and UMUKCA-METO, the model spread varies between 0.4 K/decade and 0.8 K/decade. In the deep troposphere (below 300 hPa) the models agree better, and except for the main outlier there, ULAQ, the model spread is within 0.2 K/decade. The multi-model mean results overlap with, or are very close to overlapping with, the MSU/SSU uncer-
tainty estimates, and the disagreements are largest for the so called SSU X-channels that are not as reliable as the regular SSU channels. Note that many models with significant biases in the temperature climatology (see Section 3.3.1), including CCSRNIES, CMAM, LMDZrepro and CAM3.5, do not show a significant disagreement with the observed trends. Some models, however, and most notably CNRM-ACM and UMUKCA-METO, but also MRI, UMETRAC, UMUKCA-UCAM and ULAQ, display trends that are in sufficient disagreement with the observations and the multi-model mean trend that they warrant some further investigation.

CNRM-ACM overestimates the observed cooling trend throughout most of the stratosphere and exhibits cooling, rather than warming, in the upper troposphere (Figure 3.2a). The discrepancies are particularly severe near the stratopause and in the lower stratosphere and upper troposphere, between 200 and 20 hPa, where the modelled trend is a roughly factor of 1.5 and 4, respectively, greater than the multi-model mean trend. The overestimated temperature trend is quite clearly associated with a significantly overestimated negative ozone trend (Figure 3.2b) and a significantly overestimated positive water vapour trend (Figure 3.2c), both leading to overestimated cooling. A particularly strong temperature response to volcanic eruptions in 1982 an 1991 (Figure 3.3) appears to be partly responsible for these anomalous trends.

MRI also overestimates the temperature trend near the stratopause and in the lower stratosphere and upper troposphere, although to a lesser degree than CNRM-ACM. This appears to be associated with too strong negative ozone trends.

UMETRAC displays a stronger temperature trend than most models in the upper troposphere and lower stratosphere and a weaker trend than most models in the upper stratosphere. This seems consistent with slightly stronger and weaker ozone trends than most models in these regions.

UMUKCA-METO displays an anomalous feature with a weaker than average temperature trend in the middle stratosphere and a positive trend of up to 0.4 K/decade in the lower stratosphere. This behaviour seems directly related to an anomalous ozone trend with positive, rather than negative, values throughout the lower and middle stratosphere.

While UMUKCA-UCAM and UMUKCA-METO showed very similar results for the temperature and ozone climatologies and biases (Figure 3.1), this is not the case for temperature trends. UMUKCA-UCAM performs well throughout the domain, except for a slightly weaker than average trend in the lower stratosphere, which appears consistent with the absence of a significant negative water vapour trend and a slightly weaker than average negative ozone trend in this region.

ULAQ displays somewhat weaker negative temperature trends than the other models at 20-2 hPa, despite showing reasonable ozone trends in this region and an overestimated water vapour trend. As the latter would lead to more cooling, not less, this suggests that the lower than average sensitivity for this model at 20-2 hPa could be due to inaccuracies in the model’s radiative scheme. Also, although the focus here is on the stratosphere, it can be noted that the upper tropospheric warming in ULAQ is much stronger than for other models (by roughly a factor of 2 below 300 hPa). This appears to be related to an upper tropospheric increase in water vapour that is about twice as strong as for the multi-model mean (not shown).

Figure 3.3 shows the full time series of global mean temperature anomalies compared to satellite data weighted over specific vertical levels (see Randel et al., 2009). Most of the models capture the observed trends and variability. In particular many CCMs capture the levelling of the temperature since the late 1990s. The impact of the prescribed SSTs in the troposphere is also apparent as SSU-4 and model temperatures are particularly well correlated compared to other levels.

A disagreement between the models and observations is clearly seen in SSU26 over the last decade. SSU26 has a maximum weight at about 5 hPa and a considerable contribution from the lower stratosphere. In contrast the agreement is better in SSU27 which peaks at 2 hPa with less contribution from the lower stratosphere.

Table 3.3 shows the CCM temperature trend bias (K/decade) with respect MSU/SSU for 1980-1999 at 70, 15 and 2 hPa. 95% Confidence intervals in the MSU/SSU trend are used for grading purposes (see Sections 3.6 and 3.7). These are also presented in the table.

### 3.3.3 Global mean temperature trends: Future

To assess the model simulations of future changes Figures 3.4c and d show global mean vertical temperature trend profiles for 2000-2049 and 2050-2099 for the REF-B2 model experiments. For reference, the global mean trends for 1980-1999 for REF-B1 and REF-B2 are shown in Figures 3.4a and b. We first compare the REF-B2 and REF-B1 results for 1980-1999. The REF-B2 results are generally very similar to the REF-B1 results in the stratosphere, as should be expected since the prescribed changes of GHGs and ODSs are the same in both scenarios. The multi-model mean trends for REF-B1 and REF-B2 are very close. However, there are a few important differences that are discussed below.

While the focus here is on the stratospheric results it can be noted that three models show significantly different temperature trends in the upper troposphere for REF-B2 than for REF-B1. CMAM and UMUKCA-UCAM REF-B2
trends are roughly 1.5 and 2 times as strong as the multi-model mean trend in this region. For CMAM this is related to its coupled ocean implementation, which is documented elsewhere in the report. CCSRNIES shows the opposite behaviour, i.e., under-estimating the multi-model trend, showing a near zero trend throughout the troposphere for REF-B2.

For the stratosphere, the REF-B2 trends show slightly better agreement between the various models than for REF-B1 (but note that not all models provided data for REF-B2). This is not surprising as the variation in model response to volcanic eruptions and solar variability contributes to different temperature responses in the REF-B1 simulations, while those effects are not considered for

Figure 3.3: Near global mean time series (70°S-70°N) of MSU/SSU satellite observations and REF-B1 model temperature data weighted by MSU/SSU weighting functions. MSU/SSU channels include: MSU-4 (at 70 hPa), SSU25 (15 hPa), SSU26 (5 hPa), SSU27 (2 hPa), SSU26x (15 hPa) and SSU36x (1 hPa), where the specified pressure levels represent the approximate weighted mean heights derived from the MSU/SSU vertical weighting functions for each channel (see Randel et al., 2009), negative portions of the weighting functions excluded. For each model only the first ensemble member from the REF-B1 simulations is shown. The anomalies are calculated with respect to the period 1980-1994, as in the provided SSU anomalies. Note that UMETRAC is not included in this figure. CNRM-ACM is only shown in the highest SSU36x level due to its too strong sensitivity to volcanoes. UMUKCA-UCAM in not shown after year 2000. Low top models CAM3.5 and E39CA (the lids are at 3 hPa and 10 hPa respectively) are shown only in the MSU4, SSU25 and SSU26x panels.
REF-B2.

CNRM-ACM shows the most dramatic difference in temperature trends between REF-B1 and REF-B2 of all models. The considerably overestimated cooling trends for 1980-1999 for REF-B1 are much reduced in REF-B2, particularly in the lower stratosphere. This confirms the earlier speculations that the CNRM-ACM temperature trend biases for REF-B1 are largely due to effects of volcanic eruptions, since the REF-B2 simulation does not include those. It can be speculated that the particularly large model spread for REF-B1 in the lower stratosphere, including significant deviations also for MRI, UMETRAC, UMUKCA-METO and UMUKCA-UCAM, could be related to different responses to volcanic eruptions. Note that for REF-B2, except for UMUKCA-METO and UMUKCA-UCAM, the model spread is quite small. Further work is needed to understand this better. MRI shows better agreement with the multi-model mean for REF-B2 than for REF-B1, particularly in the upper troposphere and lower stratosphere. UMUKCA-UCAM on the other hand showed better agreement with the multi-model mean (and with the observations) for REF-B1 than for REF-B2. For REF-B2, UMUKCA-UCAM follows the anomalous results of UMUKCA-METO, showing a strong positive bias in its temperature trend throughout the lower and middle stratosphere.

The future global mean temperature trend is attributable primarily to CO$_2$ increase, although the expected gradual recovery of ozone over the 21st century will reduce the CO$_2$ induced cooling somewhat in the upper stratosphere (Jonsson et al., 2009). A hint of this can be seen in Figures 3.4c and d. For 2000-2049 (Figure 3.4c) only two models can be considered as significant outliers: MRI underestimates the multi-model cooling trend in the upper stratosphere and ULAQ overestimates the multi-model warming trend in the upper troposphere. In particular the anomalous behaviour of UMUKCA-METO and UMUKCA-UCAM in the lower stratosphere is not present in this period. CMAM and UMUKCA-UCAM tropospheric trends are also closer to the multi-model mean trend. MRI did not include CH$_4$ changes after 2002 (see Chapter 2) which would explain weaker temperature trend for MRI in the upper stratosphere than for other models (CH$_4$ is the main source of upper stratospheric water vapour and odd hydrogen that control ozone loss rates in this region). For 2050-2099 (Figure 3.4d) the same level of agreement between the models is achieved in the stratosphere. In the troposphere, however, the model spread is larger during 2050-2099 than during 2000-2049. In particular, SOCOL shows a more anomalously warm trend during 2050-2099 than during 2000-2049.

### 3.4 Evaluation of the CCM radiation codes performance

There is a long history of international efforts aimed on the evaluation of the radiation codes of climate models. After several national projects in Europe, Russia and US (e.g., Feigelson and Dmitrieva, 1983; Luther et al., 1988) the first international comparison of radiation codes for climate models (ICRCCM) campaign was launched in 1984. ICRCCM resulted in a series of publications (Ellingson et al., 1991; Fouquart et al., 1991) that evaluated the performance of the existing radiation codes and inspired further progress. ICRCCM also established a framework for the subsequent campaigns, based on the comparison of the radiation codes against reference high-resolution line-by-line (LBL) codes. This approach was justified by the unavailability of reliable observations of the radiation fluxes and heating rates in the atmosphere. There were several

<table>
<thead>
<tr>
<th>Model</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>0.02 (0.08)</td>
<td>-0.03 (-0.14)</td>
<td>0.31 (0.99)</td>
<td>NiwaSOCOL</td>
<td>0.03 (0.10)</td>
<td>0.01 (0.03)</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>0.14 (0.53)</td>
<td>0.11 (0.47)</td>
<td>NA</td>
<td>SOCOL</td>
<td>-0.14 (-0.52)</td>
<td>-0.03 (-0.14)</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>-0.09 (-0.33)</td>
<td>0.03 (0.12)</td>
<td>-0.01 (-0.02)</td>
<td>ULAQ</td>
<td>0.08 (0.31)</td>
<td>0.29 (1.18)</td>
</tr>
<tr>
<td>CMAM</td>
<td>0.10 (0.37)</td>
<td>-0.08 (-0.34)</td>
<td>-0.01 (-0.04)</td>
<td>UMETRAC</td>
<td>-0.30 (-1.10)</td>
<td>0.17 (0.68)</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>-1.53 (-5.66)</td>
<td>-0.22 (-0.91)</td>
<td>-0.57 (-1.79)</td>
<td>UMSLIMCAT</td>
<td>0.03 (0.13)</td>
<td>0.19 (0.78)</td>
</tr>
<tr>
<td>EMAC</td>
<td>0.01 (0.04)</td>
<td>-0.07 (-0.28)</td>
<td>0.07 (0.21)</td>
<td>UMUKCA-METO</td>
<td>0.77 (2.85)</td>
<td>0.38 (1.54)</td>
</tr>
<tr>
<td>E39CA</td>
<td>0.09 (0.35)</td>
<td>-0.12 (-0.48)</td>
<td>NA</td>
<td>UMUKCA-UCAM</td>
<td>0.27 (1.01)</td>
<td>0.22 (0.88)</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>0.15 (0.57)</td>
<td>0.18 (0.75)</td>
<td>0.27 (0.86)</td>
<td>WACCM</td>
<td>0.00 (0.01)</td>
<td>0.07 (0.30)</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>0.12 (0.46)</td>
<td>0.19 (0.78)</td>
<td>-0.06 (-0.18)</td>
<td>MMM</td>
<td>-0.03 (-0.13)</td>
<td>0.07 (0.28)</td>
</tr>
<tr>
<td>MRI</td>
<td>-0.40 (-1.49)</td>
<td>-0.05 (-0.20)</td>
<td>-0.28 (-0.88)</td>
<td>Sigma</td>
<td>0.27 (1.0)</td>
<td>0.24 (1.0)</td>
</tr>
</tbody>
</table>
other attempts to evaluate radiation codes for climate models. The representation of clouds was analysed by Barker et al., (2003). An evaluation of clear sky radiation codes used by IPCC AR4 GCMs was performed by Collins et al., (2006), employing a single profile and solar zenith angle. These evaluations were also based on the comparison of operational radiation codes with reference LBL schemes. Such tests can provide a useful, if incomplete, understanding of potential sources of uncertainty and error, because the state-of-the art LBL radiation codes are used as a base for the judgment. A more complete picture can be obtained by comparing radiation codes directly implemented to a single climate model (e.g., Feigelson and Dmitrieva, 1983; Cagnazzo et al., 2007). However, it would not be feasible to apply this approach using the LBL reference codes due to their high computational costs and, moreover, the results of offline experiments allow clear evaluation of the model performance and interpretation of the underlying causes of error.

Most of the previous campaigns were aimed at the radiation fluxes and tropospheric heating/cooling rates evaluation. In this comparison we focus on two aspects of radiation code output: stratospheric heating/cooling rates and instantaneous radiative fluxes. The heating/cooling rates are necessary to understand the biases and trends in the global mean stratospheric temperature, while the instantaneous radiative fluxes can help to interpret global climate change, including surface temperature change. It should be noted that the evaluation of radiation codes in cloudy conditions and in the presence of different atmospheric aerosols will not be performed here, because of high uncertainties in aerosol optical properties and limited availability of proper reference codes. Nevertheless, these issues are very important and should be addressed in future work.

In this section we analyse the performance of the CCM radiation codes presented in Section 3.2 and described in Chapter 2 using the results of offline calculations. Section 3.4.1 describes the cases required for this analysis. Sections 3.4.2 and 3.4.4 evaluate the performance of CCM radiation codes for the control case (case A, see Section 3.4.1), for fluxes and heating/cooling rates, respectively, which can help to explain the possible causes of the biases in the CCM simulated climatological temperature discussed in Section 3.3. Sections 3.4.3 and 3.4.5 evaluate the response of the simulated radiation fluxes and heating rates, respectively, to the changes of atmospheric gas composition and Section 3.4.6 discusses the effect of errors in heating rates and distribution of ozone and water vapour on biases in the global mean temperature climatology.

Figure 3.4: Global and annual mean temperature trends from (a) REF-B1 for 1980-1999; and from REF-B2 for (b) 1980-1999, (c) 2000-2049, and (d) 2050-2099. Note that UMETRAC is not included in this plot and that four models shown for REF-B1 (EMAC, E39CA, LMDZrepro and NiwaSOCOL) did not supply data for REF-B2. The solid black lines indicate the multi-model mean (MMM) results.
3.4.1 Experimental set-up

We perform a number of clear sky and aerosol free tests using zonally averaged profiles of the atmospheric state parameters compiled from ECMWF ERA-40 output and ozone data provided by Randel and Wu (2007). These profiles represent January atmosphere and are given for five latitudes (80°S, 50°S, 0°, 50°N, and 80°N). The solar fluxes in the atmosphere were calculated for three solar zenith angles, allowing one to evaluate the radiation code performance for diurnal means as well as for different solar positions. Where possible the extra-terrestrial spectral solar irradiance was prescribed with ~1 nm resolution from Lean et al. (2005) compilation. Surface albedo was set to 0.1 for all cases. We also asked participants to use solar irradiance for 1 AU Sun-Earth distance. The set of reference vertical profiles and the description of the test cases are presented at www.env.leeds.ac.uk/~piers/ccmvalrad.shtml. These tests were designed to very crudely approximate the radiative forcing evolution since 1980 due to ozone and greenhouse gases. Table 3.4 describes the experiments undertaken. Case A represents the control experiment and is based on the concentration of radiatively active species for 1980. The cases B-L are based on the observed changes of greenhouse gases. Table 3.4 presents the results of four perspective radiation codes: ECHAM5, LMDZ-repro, and OSLO codes. Therefore, for most of the cases the results of at least three independent LBL codes are available. The complete set of the test calculations was submitted by the following thirteen CCMs: AMTRAC3, CCSRNIES, CMAM, E39CA, EMAC, GEOSCCM, LMDZ-repro, MRI, SOCOL, NiwaSOCOL (identical to SOCOL), UMUKCA-METO, and UMUKCA-UCAM. Five CCMs (CAM3.5, CNRM-ACM, ULAQ, UMETRAC, and WACCM) did not participate in the radiation code comparison. Two CCMs have radiation codes based on ECHAM4 (E39CA and SOCOL). In addition to the operational codes, we also analysed the results of four perspective radiation codes: ECHAM5, LMDZ-new, UKMO-HADGEM3 and UKMO-Leeds, which will be used in the new generation of CCMs or GCMs.

3.4.2 Fluxes: Control experiment

The global and diurnal mean net (downward minus upward) LW, SW and total (SW+LW) fluxes for case A calculated with AER (LW) and LibRadtran (SW) at 200 hPa (the pseudo-tropopause) are presented in Table 3.5. The differences between the fluxes calculated with all participating models and two particular LBL codes (AER for LW and LibRadtran for SW) at the pseudo-tropopause are illustrated in Figure 3.5. The results of the calculations for case A are shown in Table 3.4.

Table 3.4: Offline radiation experiments undertaken.

<table>
<thead>
<tr>
<th>Case Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1980 Control experiment</td>
</tr>
<tr>
<td>B</td>
<td>CO₂ from 338 ppm to 380 ppm</td>
</tr>
<tr>
<td>C</td>
<td>CH₄ from 1600 ppb to 1750 ppb</td>
</tr>
<tr>
<td>D</td>
<td>N₂O from 300 ppb to 320 ppb</td>
</tr>
<tr>
<td>E</td>
<td>CFC-11 from 150 ppt to 250 ppt</td>
</tr>
<tr>
<td>F</td>
<td>CFC-12 from 300 ppt to 530 ppt</td>
</tr>
<tr>
<td>G</td>
<td>All long-lived greenhouse gas changes combined (B-F)</td>
</tr>
<tr>
<td>H</td>
<td>10% stratospheric ozone depletion, for pressures less than 150 hPa</td>
</tr>
<tr>
<td>I</td>
<td>10% tropospheric ozone increase, for pressures greater than 150 hPa</td>
</tr>
<tr>
<td>J</td>
<td>10% stratospheric water vapour increase, for pressures less than 150 hPa</td>
</tr>
<tr>
<td>K</td>
<td>10% tropospheric water vapour increase, for pressures greater than 150 hPa</td>
</tr>
<tr>
<td>L</td>
<td>Combined stratospheric ozone depletion and greenhouse gas changes (G and H)</td>
</tr>
</tbody>
</table>
net fluxes at the pseudo-tropopause is very good.

The global and diurnal mean net (downward minus upward) LW, SW and total (SW+LW) fluxes for case A calculated with AER (LW) and LibRadtran (SW) at the surface are presented in the first line of Table 3.5. Deviations from the LBL code are shown in Figure 3.6. In general, the model accuracy at the surface is similar to the results at the pseudo-tropopause for LW fluxes. All models except the ECHAM4 family of models (E39CA and SOCOL), CMAM, LMDZrepro and CCSRNIES have relatively small (< 2 W/m²) biases.

Figure 3.7 illustrates the errors in downward LW fluxes simulated with three of these models relative to the reference AER LBL scheme. The SOCOL radiation scheme overestimates the downward LW flux at the surface by more than 7.5 W/m², which leads to an overestimation of the net LW flux, because the upward LW flux is constrained by the prescribed surface temperature and emission efficiency. The overestimation of the downward flux in SOCOL starts from ~250 hPa and its magnitude increases towards the surface, which suggests some problems with the emission by water vapour or its continuum in the atmospheric transparency window. Similar behaviour (perfect agreement in the stratosphere and rising overestimation in the troposphere) is also characteristic for the CCSRNIES model up to ~300 hPa, however, in the lower troposphere CCSRNIES dramatically under-estimates LW downward fluxes, which leads to substantial errors at the surface and potential implications for the surface energy budget in the core CCM. This model deficiency can be connected to some problems in the representation of the strong emission from H₂O rotational (λ > 15 μm) or vibrational (~6.3 μm) bands. The accuracy of the LMDZrepro LW downward flux is reasonable in the stratosphere and upper troposphere, but in the lower troposphere, and at the surface the model error exceeds 5 W/m². It should be noted also that this model generates a jump in the downward LW

Table 3.5: Near-global and diurnal mean net LW, SW and total (LW+SW) fluxes for case A and their deviation for cases B-N from reference case A at the pseudo-tropopause calculated with AER (LW) and LibRadtran (SW). The first line also shows surface fluxes for reference. LW fluxes are positive upwards, and SW and total fluxes are positive downwards.

<table>
<thead>
<tr>
<th>Case</th>
<th>LW flux (W/m²)</th>
<th>SW flux (W/m²)</th>
<th>Total flux (W/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (reference surface)</td>
<td>71.88</td>
<td>223.77</td>
<td>151.89</td>
</tr>
<tr>
<td>A (reference trop)</td>
<td>234.076</td>
<td>282.444</td>
<td>48.368</td>
</tr>
<tr>
<td>B (CO2)</td>
<td>0.815</td>
<td>-0.052</td>
<td>0.763</td>
</tr>
<tr>
<td>C (CH4)</td>
<td>0.072</td>
<td>-0.006</td>
<td>0.066</td>
</tr>
<tr>
<td>D (N2O)</td>
<td>0.073</td>
<td>-0.0026</td>
<td>0.0704</td>
</tr>
<tr>
<td>E (CFC-11)</td>
<td>0.0251</td>
<td>0.0</td>
<td>0.0251</td>
</tr>
<tr>
<td>F (CFC-12)</td>
<td>0.078</td>
<td>0.0</td>
<td>0.078</td>
</tr>
<tr>
<td>G (LLGHG)</td>
<td>1.063</td>
<td>-0.061</td>
<td>1.002</td>
</tr>
<tr>
<td>H (O3 strat)</td>
<td>-0.094</td>
<td>0.34</td>
<td>0.246</td>
</tr>
<tr>
<td>I (O3 trop)</td>
<td>0.164</td>
<td>0.006</td>
<td>0.170</td>
</tr>
<tr>
<td>J (H2O strat)</td>
<td>0.072</td>
<td>-0.013</td>
<td>0.059</td>
</tr>
<tr>
<td>K (H2O trop)</td>
<td>2.258</td>
<td>0.089</td>
<td>2.347</td>
</tr>
<tr>
<td>L (LLGHG&amp;O3)</td>
<td>0.971</td>
<td>0.278</td>
<td>1.248</td>
</tr>
<tr>
<td>M (T strat)</td>
<td>0.0945</td>
<td>0.0184</td>
<td>0.113</td>
</tr>
<tr>
<td>N (T trop)</td>
<td>-0.830</td>
<td>0.012</td>
<td>-0.824</td>
</tr>
</tbody>
</table>

Figure 3.5: The global and diurnal mean SW (red circles), LW (blue circles) and total (black diamonds) net flux deviations from the LBL code (AER for LW and LibRadtran for SW) at the model pseudo-tropopause (200 hPa).

Figure 3.6: The global and diurnal mean SW (red circles), LW (blue circles) and total (black diamonds) net flux deviations from the LBL code (AER for LW and LibRadtran for SW) at the surface.
The accuracy of the calculated SW net fluxes at the surface (Figure 3.6) is generally not as good as at the pseudo-tropopause. For this case only six models (AMTRAC3, CCRSNIES, GEOSCCM, ECHAM5, LMDZ-new and UKMO-HADGEM3) perform well. All other models are biased high compared to the reference LibRadtran results. The magnitude of the bias varies from about 5 to 8 W/m² with larger biases for the ECHAM4 family, CMAM, LMDZrepro and MRI. The bias in the SW net fluxes mostly comes from the errors in the downward SW fluxes, because the upward SW fluxes are smaller and constrained by the prescribed surface albedo. The downward SW flux errors in most of the above-listed models have similar behaviour. As illustrated in Figure 3.8, the errors are small in the stratosphere, but start to increase around ~200 hPa reaching the maximum value near the surface. Because the main absorber of the solar irradiance in the cloud and aerosol free troposphere is water vapour, it can be tentatively concluded that H₂O absorption in the near-infrared spectral region is under-estimated by these models, although under-estimating O₃ absorption in the visible spectral region also can contribute. The errors in the total net radiation fluxes (Figure 3.6) coincide with the errors in SW net fluxes for
most of the models. The exceptions are ECHAM4 family of models, LMDZrepro and CCSRNIES. In ECHAM4 based models the errors in SW and LW net fluxes are almost equal in magnitude providing a substantial deviation of the surface radiation balance from the reference results. The total net flux error for CCSRNIES is very large (~30 W/m²) and is dominated by the problems in the LW part of the code. The error in total net surface flux for LMDZrepro is rather small due to compensation of the errors in SW and LW calculations.

### 3.4.3 Fluxes: Sensitivity experiments

The analysis of the radiation flux responses to the observed changes of gas abundances in the atmosphere from 1980 to 2000 is an important part of the radiation code evaluation, because the accuracy of past climate change simulations depends on the ability of the radiation codes to properly simulate the effects of the main climate drivers (Collins et al., 2006). In Table 3.5 we present the near-global and diurnal mean net LW, SW and total flux changes for cases B-L relative to reference case A (for case definitions see Table 3.4) at the pseudo-tropopause simulated with reference LBL codes (AER for LW fluxes and LibRadtran for SW fluxes). The calculated effects of different atmospheric perturbations are generally close to the previous estimates (Collins et al., 2006; Forster et al., 2007).

The global and diurnal mean net SW, LW and total flux deviations of the radiative forcing due to CO₂ increase relative to the results of the LBL codes at the pseudo-tropopause are presented in Figure 3.9. The accuracy of the LW radiation codes is generally very good and is within 10% for most of the participating models. Slightly larger underestimation of the CO₂ forcing is visible for the ECHAM4 family, CMAM and LMDZrepro, but it does not exceed 20%.

The relatively weak SW solar CO₂ forcing is more difficult to simulate. Only the AMTRAC3 and MRI results are in good agreement with the reference code, while most of the models (except CCSRNIES) overestimate its magnitude. The accuracy is still reasonable (<20%) for the UKMO family of models (UMSLIMCAT, UMKCA-METO, UMKCA-UCAM, UKMO-HADGEM3 and UKMO-Leeds), but several other models overestimate the solar CO₂ forcing by up to 80%. CCSRNIES does not include CO₂ in the solar part of the code and therefore under-estimates SW forcing by 100%. The total (SW+LW) forcing is dominated by LW forcing. Therefore, the accuracy of the total forcing calculation almost completely coincides with the accuracy of LW forcing. Similar conclusions can be drawn for the accuracy of radiative forcing due to increase of all long-lived greenhouse gases (LL GHG) (Figure 3.10) since the forcing magnitude is mostly defined by the CO₂ increase. However, for this case the accuracy of the LW forcing calculations is slightly lower for MRI and LMDZ-new and much higher for CMAM. It can be explained by the error compensation in the latter model, which under-estimates LW CO₂ forcing but overestimates the LW forcing by N₂O and CFCs (see Table 3.6). It should be noted, that the CCSRNIES code does not take into account all LL GHG in the solar part of the spectrum (Table 2.11).

Figure 3.11 shows the accuracy of the considered radiation codes for case H (10% decrease of stratospheric ozone). In contrast to the previously considered cases the SW forcing for this case plays a major role and all models are able to simulate its magnitude with an accuracy of 20% or better. The performance of some models in the LW part, however, is poor. The accuracy of AMTRAC3, CCSRNIES, CMAM, EMAC, GEOSCCM, LMDZrepro, MRI, ECHAM5 and LMDZ-new is only around 30% or worse, which has important implications for the total forcing of stratospheric ozone although the SW component dominates the total effect.

The accuracy of the LW radiative forcing due to tropospheric ozone and water vapour increase (cases I and K, not shown) is within 10% for all models except CCSRNIES, which has a problem with the H₂O treatment in the LW part of the spectrum and under-estimates the LW forcing for case K by ~20%. The solar forcing for these cases does not play a substantial role. The results for the case J (stratospheric water vapour increase) are shown in Figure 3.12. For this case it is interesting to note ~100% overestimation of the LW stratospheric water vapour forcing by all models from the UKMO family and by ~200% by CCSRNIES. The large spread in stratospheric water vapour forcings was also noticed by Myhre et al. (2009). It is even more interesting that the SW forcing by stratospheric water vapour is also roughly two times higher in the UKMO family (except for UMSLIMCAT) than for the reference model.

The accuracy of the forcing calculations for case L (all LL GHG and stratospheric ozone depletion) is illustrated in Figure 3.13. This forcing represents the sum of the main climate drivers (except water vapour and tropospheric ozone) for the considered period and its reasonable accuracy is a prerequisite for successful simulation of tropospheric climate changes. The results reveal that most of the models have accuracy of forcing calculations within 10%. The outliers are ECHAM4 based models, LMDZ-new and MRI, which under-estimate the total forcing by more than ~10%.

Table 3.6 presents a summary of total flux and forcing differences compared to the total forcing of the reference case (LibRadtran + AER). The table shows all the individual forcings analysed. Also shown are sigma values for the total cases that are used for grading. One sigma corresponds to the maximum absolute SW difference between
**Figure 3.9:** The global and diurnal mean SW (red circles), LW (blue circles) and total (black diamonds) net flux deviations of the radiative forcing due to CO₂ (case B) increase relative to the results of LBL codes (AER for LW and libRadtran for SW) at the pseudo-tropopause.

**Figure 3.10:** The global and diurnal mean SW (red circles), LW (blue circles) and total (black diamonds) net flux deviations of the radiative forcing due to LL GHG (case G) increase relative to the results of LBL codes (AER for LW and libRadtran for SW) at the pseudo-tropopause.

**Figure 3.11:** The global and diurnal mean SW (red circles), LW (blue circles) and total (black diamonds) net flux deviations of the radiative forcing due to stratospheric ozone depletion (case H) relative to the results of LBL codes (AER for LW and libRadtran for SW) at the pseudo-tropopause.

**Figure 3.12:** The global and diurnal mean SW (red circles), LW (blue circles) and total (black diamonds) net flux deviations of the radiative forcing due to stratospheric water vapour increase (case J) relative to the results of LBL codes (AER for LW and libRadtran for SW) at the pseudo-tropopause.

**Figure 3.13:** The global and diurnal mean SW (red circles), LW (blue circles) and total (black diamonds) net flux deviations of the radiative forcing due to WMGHG and stratospheric ozone changes (case L) relative to the results of LBL codes (AER for LW and libRadtran for SW) at the pseudo-tropopause.
Table 3.6: Globally and diurnally averaged flux differences at the pseudo-tropopause in W/m² for radiation models compared to reference calculations. AER is used for the LW reference and LibRadtran is used for the SW reference. The control simulation and individual forcing cases are shown. Also shown are sigma values for the total cases that are used for grading. One sigma corresponds to the maximum absolute SW difference between the LBL models and LibRadtran added to the absolute maximum LW difference between AER and the other LBL models.

<table>
<thead>
<tr>
<th>Model</th>
<th>All units</th>
<th>CASE</th>
<th>Control</th>
<th>CO₂</th>
<th>CH₄</th>
<th>N₂O</th>
<th>CFC11</th>
<th>CFC12</th>
<th>Strat</th>
<th>Trop</th>
<th>Strat</th>
<th>Trop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>W/m²</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FLBLM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lw</td>
<td></td>
<td>1.0326</td>
<td>0.0156</td>
<td>0.0005</td>
<td>0.0009</td>
<td>0.0029</td>
<td>0.007</td>
<td>0.0025</td>
<td>0.0013</td>
<td>0.0175</td>
<td>0.0409</td>
<td></td>
</tr>
<tr>
<td>Sw</td>
<td></td>
<td>0.8118</td>
<td>0.0383</td>
<td>0.0138</td>
<td>0.0004</td>
<td>0</td>
<td>0</td>
<td>0.017</td>
<td>0.0061</td>
<td>0.0116</td>
<td>0.0111</td>
<td></td>
</tr>
<tr>
<td>FLBLM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tot</td>
<td></td>
<td>0.2207</td>
<td>0.0117</td>
<td>0.0132</td>
<td>0.0005</td>
<td>0.0029</td>
<td>0.007</td>
<td>0.0145</td>
<td>0.0074</td>
<td>0.0059</td>
<td>0.0398</td>
<td></td>
</tr>
<tr>
<td>NOAA</td>
<td></td>
<td>0.1995</td>
<td>0.0097</td>
<td>0.0004</td>
<td>0.0006</td>
<td>0.0026</td>
<td>0.006</td>
<td>0.0025</td>
<td>0.0016</td>
<td>0.0263</td>
<td>0.0073</td>
<td></td>
</tr>
<tr>
<td>OSLO</td>
<td></td>
<td>1.8617</td>
<td>0.0002</td>
<td>0.0033</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0029</td>
<td>0.0007</td>
<td>0.0276</td>
<td>0.0532</td>
<td></td>
</tr>
<tr>
<td>OSLO</td>
<td></td>
<td>0.8783</td>
<td>0.0009</td>
<td>0.0047</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0207</td>
<td>0.0049</td>
<td>0.0178</td>
<td>0.0227</td>
<td></td>
</tr>
<tr>
<td>AMTRAC3</td>
<td></td>
<td>0.1977</td>
<td>0.0585</td>
<td>0.002</td>
<td>0.0025</td>
<td>0.0058</td>
<td>0.007</td>
<td>0.0364</td>
<td>0.018</td>
<td>0.0012</td>
<td>0.0183</td>
<td></td>
</tr>
<tr>
<td>AMTRAC3</td>
<td></td>
<td>0.1441</td>
<td>0.001</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0</td>
<td>0</td>
<td>0.0429</td>
<td>0.0053</td>
<td>0.0202</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCSRNIES</td>
<td></td>
<td>0.0535</td>
<td>0.0575</td>
<td>0.0083</td>
<td>0.005</td>
<td>0.0058</td>
<td>0.007</td>
<td>0.0793</td>
<td>0.0127</td>
<td>0.0034</td>
<td>0.0385</td>
<td></td>
</tr>
<tr>
<td>CCSRNIES</td>
<td></td>
<td>5.806</td>
<td>0.0425</td>
<td>0.0224</td>
<td>0.0071</td>
<td>0.001</td>
<td>0.0054</td>
<td>0.0357</td>
<td>0.0166</td>
<td>0.1246</td>
<td>0.4197</td>
<td></td>
</tr>
<tr>
<td>CCSRNIES</td>
<td></td>
<td>1.8613</td>
<td>0.0519</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0</td>
<td>0</td>
<td>0.0168</td>
<td>0.0019</td>
<td>0.0069</td>
<td>0.1091</td>
<td></td>
</tr>
<tr>
<td>CMAM</td>
<td></td>
<td>3.9447</td>
<td>0.0093</td>
<td>0.0287</td>
<td>0.0045</td>
<td>0.001</td>
<td>0.0054</td>
<td>0.0189</td>
<td>0.0147</td>
<td>0.1177</td>
<td>0.5289</td>
<td></td>
</tr>
<tr>
<td>CMAM</td>
<td></td>
<td>1.0954</td>
<td>0.1498</td>
<td>0.0084</td>
<td>0.0354</td>
<td>0.0204</td>
<td>0.0752</td>
<td>0.0397</td>
<td>0.0203</td>
<td>0.0504</td>
<td>0.1210</td>
<td></td>
</tr>
<tr>
<td>CMAM</td>
<td></td>
<td>0.0583</td>
<td>0.0178</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0</td>
<td>0</td>
<td>0.0230</td>
<td>0.0004</td>
<td>0.0050</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>E39CA</td>
<td></td>
<td>1.1537</td>
<td>0.1676</td>
<td>0.0147</td>
<td>0.0380</td>
<td>0.0204</td>
<td>0.0752</td>
<td>0.0626</td>
<td>0.0199</td>
<td>0.0004</td>
<td>0.1211</td>
<td></td>
</tr>
<tr>
<td>E39CA</td>
<td></td>
<td>0.5306</td>
<td>0.1255</td>
<td>0.0028</td>
<td>0.0165</td>
<td>0.0042</td>
<td>0.0022</td>
<td>0.0212</td>
<td>0.0196</td>
<td>0.0003</td>
<td>0.0765</td>
<td></td>
</tr>
<tr>
<td>E39CA</td>
<td></td>
<td>0.4057</td>
<td>0.0283</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0</td>
<td>0</td>
<td>0.0205</td>
<td>0.0003</td>
<td>0.0008</td>
<td>0.0317</td>
<td></td>
</tr>
<tr>
<td>EMAC</td>
<td></td>
<td>5.4807</td>
<td>0.0296</td>
<td>0.0088</td>
<td>0.0033</td>
<td>0.0017</td>
<td>0.0067</td>
<td>0.0259</td>
<td>0.0008</td>
<td>0.0104</td>
<td>0.0317</td>
<td></td>
</tr>
<tr>
<td>GEOSCCM</td>
<td></td>
<td>1.8803</td>
<td>0.035</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0</td>
<td>0</td>
<td>0.0283</td>
<td>0.0003</td>
<td>0.0034</td>
<td>0.0102</td>
<td></td>
</tr>
<tr>
<td>GEOSCCM</td>
<td></td>
<td>7.361</td>
<td>0.0646</td>
<td>0.015</td>
<td>0.0059</td>
<td>0.0017</td>
<td>0.0067</td>
<td>0.0542</td>
<td>0.0001</td>
<td>0.007</td>
<td>0.0215</td>
<td></td>
</tr>
<tr>
<td>LMDZrepro</td>
<td></td>
<td>9.1617</td>
<td>0.141</td>
<td>0.0199</td>
<td>0.0073</td>
<td>0.0041</td>
<td>0.0199</td>
<td>0.0475</td>
<td>0.0333</td>
<td>0.0171</td>
<td>0.049</td>
<td></td>
</tr>
<tr>
<td>LMDZrepro</td>
<td></td>
<td>0.685</td>
<td>0.0292</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0</td>
<td>0</td>
<td>0.0111</td>
<td>0.0007</td>
<td>0.0021</td>
<td>0.0284</td>
<td></td>
</tr>
<tr>
<td>MRI</td>
<td></td>
<td>8.4767</td>
<td>0.1702</td>
<td>0.0262</td>
<td>0.0099</td>
<td>0.0041</td>
<td>0.0199</td>
<td>0.0586</td>
<td>0.034</td>
<td>0.015</td>
<td>0.0773</td>
<td></td>
</tr>
<tr>
<td>MRI</td>
<td></td>
<td>0.4369</td>
<td>0.0374</td>
<td>0.0117</td>
<td>0.049</td>
<td>-</td>
<td>-</td>
<td>0.0367</td>
<td>0.0023</td>
<td>0.0147</td>
<td>0.1326</td>
<td></td>
</tr>
<tr>
<td>MRI</td>
<td></td>
<td>3.91</td>
<td>0.0041</td>
<td>0.0063</td>
<td>0.0026</td>
<td>-</td>
<td>-</td>
<td>0.0276</td>
<td>0.0035</td>
<td>0.0106</td>
<td>0.0196</td>
<td></td>
</tr>
<tr>
<td>MRI</td>
<td></td>
<td>4.3469</td>
<td>0.0333</td>
<td>0.0054</td>
<td>0.0464</td>
<td>-</td>
<td>-</td>
<td>0.0091</td>
<td>0.0058</td>
<td>0.0041</td>
<td>0.113</td>
<td></td>
</tr>
<tr>
<td>SOCOL</td>
<td></td>
<td>0.3341</td>
<td>0.1253</td>
<td>0.0028</td>
<td>0.0165</td>
<td>0.025</td>
<td>0.078</td>
<td>0.0213</td>
<td>0.0199</td>
<td>0.0003</td>
<td>0.0803</td>
<td></td>
</tr>
<tr>
<td>SOCOL</td>
<td></td>
<td>0.4057</td>
<td>0.0283</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0</td>
<td>0</td>
<td>0.0205</td>
<td>0.0003</td>
<td>0.0008</td>
<td>0.0317</td>
<td></td>
</tr>
<tr>
<td>SOCOL</td>
<td></td>
<td>0.7399</td>
<td>0.1536</td>
<td>0.0091</td>
<td>0.0139</td>
<td>0.025</td>
<td>0.078</td>
<td>0.0008</td>
<td>0.0229</td>
<td>0.0005</td>
<td>0.0486</td>
<td></td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td></td>
<td>1.4382</td>
<td>0.0293</td>
<td>0.0181</td>
<td>0.0046</td>
<td>0.0018</td>
<td>0.0002</td>
<td>0.0033</td>
<td>0.0025</td>
<td>0.069</td>
<td>0.1614</td>
<td></td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td></td>
<td>2.0846</td>
<td>0.0067</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0</td>
<td>0</td>
<td>0.0035</td>
<td>0.0043</td>
<td>0.0012</td>
<td>0.0639</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 3: Radiation

The LBL models and LibRadtran added to the absolute maximum LW difference between AER and the other LBL models. See Sections 3.6 and 3.7 for grading details.

### 3.4.4 Heating/Cooling rates: Control experiment

In this section vertical profiles of total clear sky SW global mean heating rates (diurnally averaged) and LW cooling rates for the relevant cases are discussed. Figure 3.14 (top panels) and Table 3.7 show global mean SW heating rates for the control (case A) and their deviations with respect to LibRadtran. Results at three specific levels located in the lower (70 hPa), middle (15 hPa) and upper (2 hPa) stratosphere are shown in all tables of this section. The chosen levels are similar to those at which the observed temperature trends are available (Section 3.3.2). Figure 3.15 (top panels) and Table 3.8 show global mean LW cooling rates for case A and their deviations with respect to AER. Tables 3.9 and 3.10 show heating and cooling rates, respectively, for a CO₂ increase. Tables 3.11 and 3.12 show heating and cooling rates, respectively, for stratospheric ozone decrease. Tables 3.13 and 3.14 show heating and cooling rates, respectively, for a stratospheric water vapour increase.

<table>
<thead>
<tr>
<th>Model</th>
<th>CASE</th>
<th>Control</th>
<th>CO₂</th>
<th>CH₄</th>
<th>N₂O</th>
<th>CFC11</th>
<th>CFC12</th>
<th>Strat</th>
<th>Trop</th>
<th>Strat</th>
<th>Trop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>A</td>
<td>3.5228</td>
<td>0.0226</td>
<td>0.0118</td>
<td>0.0021</td>
<td>0.0018</td>
<td>0.0002</td>
<td>0.0069</td>
<td>0.0018</td>
<td>0.0678</td>
<td>0.2252</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>B</td>
<td>2.7772</td>
<td>0.0276</td>
<td>0.0023</td>
<td>0.0021</td>
<td>0.0011</td>
<td>0.0067</td>
<td>0.0051</td>
<td>0.001</td>
<td>0.0695</td>
<td>0.1623</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>C</td>
<td>1.7498</td>
<td>0.0068</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0.0</td>
<td>0</td>
<td>0.0035</td>
<td>0.0043</td>
<td>0.0122</td>
<td>0.0103</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>D</td>
<td>1.0274</td>
<td>0.0344</td>
<td>0.0086</td>
<td>0.0005</td>
<td>0.0011</td>
<td>0.0067</td>
<td>0.0086</td>
<td>0.0032</td>
<td>0.0572</td>
<td>0.1725</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>E</td>
<td>2.7772</td>
<td>0.0276</td>
<td>0.0023</td>
<td>0.0021</td>
<td>0.0011</td>
<td>0.0067</td>
<td>0.0051</td>
<td>0.001</td>
<td>0.0695</td>
<td>0.1623</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>F</td>
<td>2.2267</td>
<td>0.007</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0.0</td>
<td>0</td>
<td>0.0478</td>
<td>0.0005</td>
<td>0.0123</td>
<td>0.0115</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>G</td>
<td>0.5505</td>
<td>0.0345</td>
<td>0.0086</td>
<td>0.0005</td>
<td>0.0011</td>
<td>0.0067</td>
<td>0.0427</td>
<td>0.0016</td>
<td>0.0572</td>
<td>0.1737</td>
</tr>
<tr>
<td>ECHAM5</td>
<td>Lw</td>
<td>0.067</td>
<td>0.0094</td>
<td>0.0379</td>
<td>0.0366</td>
<td>0.003</td>
<td>0.0065</td>
<td>0.0253</td>
<td>0.0108</td>
<td>0.0086</td>
<td>0.0443</td>
</tr>
<tr>
<td>ECHAM5</td>
<td>Sw</td>
<td>1.3982</td>
<td>0.0385</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0.0</td>
<td>0</td>
<td>0.0344</td>
<td>0.0002</td>
<td>0.0045</td>
<td>0.0369</td>
</tr>
<tr>
<td>ECHAM5</td>
<td>Tot</td>
<td>1.4652</td>
<td>0.0479</td>
<td>0.0316</td>
<td>0.0392</td>
<td>0.003</td>
<td>0.0065</td>
<td>0.0597</td>
<td>0.011</td>
<td>0.0131</td>
<td>0.0812</td>
</tr>
<tr>
<td>LMDZ-new</td>
<td>Lw</td>
<td>0.1507</td>
<td>0.0166</td>
<td>0.0723</td>
<td>0.0733</td>
<td>0.0251</td>
<td>0.0783</td>
<td>0.0246</td>
<td>0.0105</td>
<td>0.0108</td>
<td>0.0142</td>
</tr>
<tr>
<td>LMDZ-new</td>
<td>Sw</td>
<td>1.1596</td>
<td>0.0317</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0.0</td>
<td>0</td>
<td>0.0427</td>
<td>0.0008</td>
<td>0.0051</td>
<td>0.0469</td>
</tr>
<tr>
<td>LMDZ-new</td>
<td>Tot</td>
<td>1.0088</td>
<td>0.0483</td>
<td>0.066</td>
<td>0.0707</td>
<td>0.0251</td>
<td>0.0783</td>
<td>0.0673</td>
<td>0.0098</td>
<td>0.0159</td>
<td>0.0327</td>
</tr>
<tr>
<td>UKMO-HADGEM3</td>
<td>Lw</td>
<td>2.7797</td>
<td>0.0277</td>
<td>0.0023</td>
<td>0.0021</td>
<td>0.0011</td>
<td>0.0067</td>
<td>0.0051</td>
<td>0.001</td>
<td>0.0694</td>
<td>0.162</td>
</tr>
<tr>
<td>UKMO-HADGEM3</td>
<td>Sw</td>
<td>0.5848</td>
<td>0.0069</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0.0</td>
<td>0</td>
<td>0.0619</td>
<td>0.002</td>
<td>0.0123</td>
<td>0.0122</td>
</tr>
<tr>
<td>UKMO-HADGEM3</td>
<td>Tot</td>
<td>3.3645</td>
<td>0.0346</td>
<td>0.0086</td>
<td>0.0005</td>
<td>0.0011</td>
<td>0.0067</td>
<td>0.0568</td>
<td>0.003</td>
<td>0.0572</td>
<td>0.1742</td>
</tr>
<tr>
<td>UKMO-Leeds</td>
<td>Lw</td>
<td>1.471</td>
<td>0.0288</td>
<td>0.0022</td>
<td>0.0021</td>
<td>0.0011</td>
<td>0.0068</td>
<td>0.0033</td>
<td>0.0031</td>
<td>0.0695</td>
<td>0.142</td>
</tr>
<tr>
<td>UKMO-Leeds</td>
<td>Sw</td>
<td>2.2267</td>
<td>0.007</td>
<td>0.0063</td>
<td>0.0026</td>
<td>0.0</td>
<td>0</td>
<td>0.0478</td>
<td>0.0005</td>
<td>0.0123</td>
<td>0.0115</td>
</tr>
<tr>
<td>UKMO-Leeds</td>
<td>Tot</td>
<td>0.7557</td>
<td>0.0218</td>
<td>0.0085</td>
<td>0.0005</td>
<td>0.0011</td>
<td>0.0068</td>
<td>0.0445</td>
<td>0.0036</td>
<td>0.0572</td>
<td>0.1535</td>
</tr>
<tr>
<td>Sigma</td>
<td>Tot</td>
<td>2.7401</td>
<td>0.0194</td>
<td>0.0171</td>
<td>0.0013</td>
<td>0.0029</td>
<td>0.007</td>
<td>0.0236</td>
<td>0.0078</td>
<td>0.0392</td>
<td>0.0543</td>
</tr>
</tbody>
</table>

Table 3.6 continued.
From Figure 3.14 it is evident that the correlations among the heating rate profiles in the stratosphere are very high, mainly due to the fact that heating rate patterns strongly depend on the gases input profiles, identical for all the models.

For case A, two sophisticated LBL heating rate calculations other than LibRadtran are available, namely OSLO and FLBLM. OSLO heating rates are in better agreement with LibRadtran below 2 hPa (see Figure 3.14 and Table 3.7). In particular, FLBLM heating rate biases at 70 hPa and 15 hPa are larger than for the OSLO model.

At 2 hPa, most of the models tend to overestimate the LibRadtran heating rates. Specifically, the biases found for LMDZ-new (15%), CMAM (9%), UMUKCA-UCAM (9%), the two UKMO models (8%) and ECHAM5 (8%) are more than a factor of two larger than the FLBLM bias (~0.18 K/day). The error at this level is consistent with an overestimation of the ozone solar heating as can be seen from Table 3.11 (case H minus case A – the instantaneous change from 10% stratospheric ozone depletion). For case H, these models report the largest negative bias at 2 hPa indicating a too large sensitivity to the ozone changes. For case A only three models present a negative bias in the heating rates larger than 0.18 K/day at this level (E39CA, LMDZrepro, SOCOL) even though they overestimate the ozone heating (Table 3.11). This under-estimation of the heating rate around the stratopause is however consistent with an under-estimation of the CO₂ heating as can be seen from Table 3.9 (case B minus case A, the instantaneous change due to CO₂ increase from 338 ppmv to 380 ppmv). However, it should be noted that the LibRadtran SW heating rates at these heights cannot be considered a good benchmark due to the differences between LBL schemes.

In the middle stratosphere (15 hPa), a better agreement is found between the models and LibRadtran, with all the models in a closer agreement with LibRadtran than FLBLM.

In the lower stratosphere (70 hPa), the biases for the majority of the models (except CCSR/NIES and GEOSCCM) are also smaller than the bias found for FLBLM. In this region, the long radiative relaxation time in the lower stratosphere allows small heating and cooling rate changes to induce substantial temperature changes, therefore a heating/cooling rate bias of few tenths of a degree per day would be able to potentially warm or cool the lower stratosphere by several degrees. Specifically, for GEOSCCM the heating rate positive bias is consistent with an overestimation of the ozone absorption (see Table 3.11).

Figure 3.15 (top panels) illustrates global mean cooling rates for case A and their deviations with respect to AER. Note that the cooling rate is defined to be a positive quantity. The strong cooling peak in the upper stratosphere at about 1 hPa is due to the radiative effects of CO₂ and, by a lesser degree, O₃ and H₂O. At 1 hPa, the majority of the models under-estimate the cooling rate with a maximum negative bias of more than 3 K/day (LMDZrepro). As for the heating rates, the correlations among the cooling rate profiles in the stratosphere are high, as the cooling rates profiles strongly depend on the temperature input profiles, identical for all the models.

Table 3.8 reports the cooling rate biases for case A. Cooling rates from four LBL models are available (AER, FLBLM, NOAA and OSLO). In the lower stratosphere (70 hPa), the biases for the three LBL models with respect to AER are negative and smaller than the biases for the other models, with the exception of MRI, GEOSCCM and EMAC. The largest bias is found for CCSR/NIES, partly due to an overestimation of the CO₂ and H₂O cooling (see Tables 3.10 and 3.14). At 15 hPa there is a better agreement among models and LBLs. At 2 hPa, only LMDZrepro presents a bias (17%) larger than the bias of FLBLM, consistent with a too high sensitivity to CO₂ cooling (see Table 3.10).

### 3.4.5 Heating/Cooling rates: Sensitivity experiments

The lower panels of Figure 3.14 report the heating rate profiles and their biases with respect to LibRadtran for case L (the instantaneous change from combined 10% stratospheric ozone depletion and 1980-2000 LL GHG changes). The LibRadtran profile shows a decreased heating rate with respect to case A, maximum above 1 hPa of ~0.6 K/day, almost entirely due to ozone change. Between 1 hPa and 0.2 hPa the majority of the models overestimate the cooling associated with imposed ozone depletion (maximum 25%, LMDZ-new). However, it should be noted that the LBL calculations presented here cannot be considered accurate at these heights due to the strong non-LTE effects for O₃ and CO₂ solar heating in the mesosphere (e.g., Fomichev, 2009).

Table 3.11 shows that in the middle and upper stratosphere almost all the models are too sensitive to imposed ozone change (negative biases) with a better agreement at 15 hPa (the maximum overestimation at this level is found for AMTRAC3) and larger biases at 2 hPa (maximum biases are found for LMDZ-new, ECHAM5 and CMAM). The maximum heating rate biases for reduced ozone at 2 hPa implies a bias in the temperature change of about 0.35 K (see Section 3.4.6). At 70 hPa AMTRAC3 and GEOSCCM are too sensitive to ozone reduction.

The second and third largest heating rate changes in the stratosphere are found for increased CO₂ from 338 to 380 ppm (case B) and 10% stratospheric water vapour increase (case J). The absorption of solar radiation by CO₂ in the near-infrared spectrum contributes to atmospheric heating of the entire atmosphere, maximising in the upper stratosphere and mesosphere (e.g., Fomichev, 2009).
Table 3.7: Heating rate bias of the models with respect to LibRadtran in K/day. The LibRadtran heating rate values are 0.24 K/day, 1.68 K/day and 6.6 K/day at 70 hPa, 15 hPa and 2 hPa respectively.

<table>
<thead>
<tr>
<th>CASE A</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
<th>CASE A</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLBLM</td>
<td>0.031</td>
<td>0.170</td>
<td>0.177</td>
<td>MRI</td>
<td>-0.009</td>
<td>-0.119</td>
<td>0.087</td>
</tr>
<tr>
<td>NOAA</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>SOCOL</td>
<td>-0.0003</td>
<td>-0.058</td>
<td>-0.200</td>
</tr>
<tr>
<td>OSLO</td>
<td>-0.003</td>
<td>0.065</td>
<td>-0.072</td>
<td>UMSLIMCAT</td>
<td>-0.014</td>
<td>-0.020</td>
<td>-0.013</td>
</tr>
<tr>
<td>AMTRAC3</td>
<td>0.003</td>
<td>0.146</td>
<td>0.255</td>
<td>UMUKCA-METO</td>
<td>-0.007</td>
<td>-0.004</td>
<td>0.011</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>-0.091</td>
<td>-0.076</td>
<td>0.289</td>
<td>UMUKCA-UCAM</td>
<td>-0.007</td>
<td>0.070</td>
<td>0.567</td>
</tr>
<tr>
<td>CMAM</td>
<td>-0.004</td>
<td>0.165</td>
<td>0.617</td>
<td>ECHAM5</td>
<td>0.015</td>
<td>0.101</td>
<td>0.471</td>
</tr>
<tr>
<td>E39CA</td>
<td>-0.0004</td>
<td>-0.058</td>
<td>-0.220</td>
<td>LMDZ-new</td>
<td>0.013</td>
<td>0.126</td>
<td>0.974</td>
</tr>
<tr>
<td>EMAC</td>
<td>-0.0127</td>
<td>0.0511</td>
<td>0.322</td>
<td>UKMO-HADGEM3</td>
<td>-0.006</td>
<td>0.091</td>
<td>0.583</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>0.035</td>
<td>0.137</td>
<td>0.206</td>
<td>UKMO-Leeds</td>
<td>-0.007</td>
<td>0.070</td>
<td>0.567</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>-0.003</td>
<td>-0.065</td>
<td>-0.226</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.14: The top figures show the globally averaged shortwave heating rates for case A (control) (left) and differences in this heating rate from that calculated with the LibRadtran (middle and right). The bottom figures show the globally averaged shortwave heating rate changes for case L minus case A (the instantaneous change from combined 10% stratospheric ozone depletion and 1980-2000 LL GHG changes) (left) and differences of the same heating rate change from that calculated with the LibRadtran (middle and right).
Table 3.8: Cooling rate bias of the models with respect to AER in K/day. Results for case A (control). The AER cooling rate values are 0.3 K/day, 2.0 K/day and 6.1 K/day at 70 hPa, 15 hPa and 2 hPa respectively.

<table>
<thead>
<tr>
<th>CASE A</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
<th>CASE A</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLBLM</td>
<td>-0.009</td>
<td>0.112</td>
<td>0.454</td>
<td>MRI</td>
<td>-0.011</td>
<td>-0.039</td>
<td>0.181</td>
</tr>
<tr>
<td>NOAA</td>
<td>-0.020</td>
<td>0.011</td>
<td>0.092</td>
<td>SOCOL</td>
<td>-0.019</td>
<td>-0.216</td>
<td>-0.002</td>
</tr>
<tr>
<td>OSLO</td>
<td>-0.017</td>
<td>0.026</td>
<td>0.199</td>
<td>UMSLIMCAT</td>
<td>-0.057</td>
<td>-0.133</td>
<td>-0.030</td>
</tr>
<tr>
<td>AMTRAC3</td>
<td>-0.043</td>
<td>-0.161</td>
<td>0.089</td>
<td>UMUKCA-METO</td>
<td>-0.044</td>
<td>-0.077</td>
<td>-0.442</td>
</tr>
<tr>
<td>CCSRDNIES</td>
<td>0.141</td>
<td>-0.080</td>
<td>-0.045</td>
<td>UMUKCA-UCAM</td>
<td>-0.044</td>
<td>-0.077</td>
<td>-0.442</td>
</tr>
<tr>
<td>CMAM</td>
<td>-0.038</td>
<td>0.108</td>
<td>-0.451</td>
<td>ECHAM5</td>
<td>-0.025</td>
<td>0.026</td>
<td>0.089</td>
</tr>
<tr>
<td>E39CA</td>
<td>-0.019</td>
<td>-0.216</td>
<td>-0.002</td>
<td>LMDZ-new</td>
<td>-0.027</td>
<td>0.028</td>
<td>0.092</td>
</tr>
<tr>
<td>EMAC</td>
<td>-0.012</td>
<td>0.118</td>
<td>0.402</td>
<td>UKMO-HADGEM3</td>
<td>-0.044</td>
<td>-0.077</td>
<td>-0.442</td>
</tr>
<tr>
<td>GEOSSCM</td>
<td>-0.018</td>
<td>-0.162</td>
<td>-0.379</td>
<td>UKMO-Leeds</td>
<td>-0.052</td>
<td>-0.115</td>
<td>0.014</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>-0.033</td>
<td>-0.015</td>
<td>-0.944</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.15: The top figures show the globally averaged longwave cooling rates for case A (control) (left) and differences in this cooling rate from that calculated with the AER model (middle and right). The bottom figures show the globally averaged longwave cooling rate changes for case L minus case A (the instantaneous change from combined 10% stratospheric ozone depletion and 1980-2005 LL GHG changes) (left) and differences of the same cooling rate change from that calculated with the AER model (middle and right).
### Table 3.9: Heating rate bias of the models with respect to LibRadtran in K/day. Results are for case B minus case A (i.e., a CO₂ increase from 338 ppm to 380 ppm).

<table>
<thead>
<tr>
<th>CASE B - CASE A</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
<th>CASE B - CASE A</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLBLM</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.0004</td>
<td>MRI</td>
<td>-0.0003</td>
<td>-0.0009</td>
<td>-0.0034</td>
</tr>
<tr>
<td>NOAA</td>
<td>-</td>
<td>-</td>
<td></td>
<td>SOCOL</td>
<td>0.0030</td>
<td>0.0014</td>
<td>-0.0060</td>
</tr>
<tr>
<td>OSLO</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.0004</td>
<td>UMSLIMCAT</td>
<td>0.0010</td>
<td>0.0038</td>
<td>0.0104</td>
</tr>
<tr>
<td>AMTRAC3</td>
<td>-0.0002</td>
<td>0.0005</td>
<td>0.0033</td>
<td>UMUKCA-METO</td>
<td>0.0010</td>
<td>0.0037</td>
<td>0.0104</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>-0.0022</td>
<td>-0.0050</td>
<td>-0.0114</td>
<td>UMUKCA-UCAM</td>
<td>0.0010</td>
<td>0.0038</td>
<td>0.0105</td>
</tr>
<tr>
<td>CMAM</td>
<td>0.0021</td>
<td>0.0041</td>
<td></td>
<td>ECHAM5</td>
<td>0.0028</td>
<td>0.0034</td>
<td>-0.0069</td>
</tr>
<tr>
<td>E39CA</td>
<td>0.0030</td>
<td>0.0014</td>
<td>-0.0060</td>
<td>LMDZ-new</td>
<td>0.0026</td>
<td>0.0025</td>
<td>0.0068</td>
</tr>
<tr>
<td>EMAC</td>
<td>0.0016</td>
<td>0.0011</td>
<td>-0.0078</td>
<td>UKMO-HADGEM3</td>
<td>0.0010</td>
<td>0.0038</td>
<td>0.0105</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>0.0013</td>
<td>0.0016</td>
<td>0.0024</td>
<td>UKMO-Leeds</td>
<td>0.0010</td>
<td>0.0038</td>
<td>0.0105</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>0.0031</td>
<td>0.0012</td>
<td>-0.0060</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3.10: Cooling rate bias of the models with respect to AER in K/day. Results are for case B minus case A (i.e., a CO₂ increase from 338 ppm to 380 ppm).

<table>
<thead>
<tr>
<th>CASE B - CASE A</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
<th>CASE B - CASE A</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLBLM</td>
<td>0.0016</td>
<td>0.0010</td>
<td>0.0134</td>
<td>MRI</td>
<td>0.0039</td>
<td>-0.0080</td>
<td>0.0023</td>
</tr>
<tr>
<td>NOAA</td>
<td>0.0002</td>
<td>-0.0020</td>
<td>0.0010</td>
<td>SOCOL</td>
<td>0.0039</td>
<td>-0.0108</td>
<td>0.0252</td>
</tr>
<tr>
<td>OSLO</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.0131</td>
<td>UMSLIMCAT</td>
<td>0.0006</td>
<td>-0.0069</td>
<td>0.0044</td>
</tr>
<tr>
<td>AMTRAC3</td>
<td>0.0008</td>
<td>-0.0046</td>
<td>0.0028</td>
<td>UMUKCA-METO</td>
<td>-0.0035</td>
<td>0.0015</td>
<td>0.0036</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>0.0066</td>
<td>0.0055</td>
<td>0.0021</td>
<td>UMUKCA-UCAM</td>
<td>-0.0035</td>
<td>0.0015</td>
<td>0.0036</td>
</tr>
<tr>
<td>CMAM</td>
<td>0.004</td>
<td>-0.0013</td>
<td>0.0190</td>
<td>ECHAM5</td>
<td>0.012</td>
<td>0.0033</td>
<td>0.0579</td>
</tr>
<tr>
<td>E39CA</td>
<td>0.0039</td>
<td>-0.0108</td>
<td>0.0252</td>
<td>LMDZ-new</td>
<td>0.0010</td>
<td>0.0045</td>
<td>0.0579</td>
</tr>
<tr>
<td>EMAC</td>
<td>-0.0013</td>
<td>0.0015</td>
<td>-0.0442</td>
<td>UKMO-HADGEM3</td>
<td>-0.0035</td>
<td>0.0015</td>
<td>0.0037</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>0.0004</td>
<td>0.0049</td>
<td>0.0108</td>
<td>UKMO-Leeds</td>
<td>0.0006</td>
<td>-0.0068</td>
<td>0.0045</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>0.0004</td>
<td>-0.0093</td>
<td>0.0228</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3.11: Heating rate bias of the models with respect to LibRadtran in K/day. Results are for case H minus case A (i.e., a 10% stratospheric ozone depletion).

<table>
<thead>
<tr>
<th>CASE H - CASE A</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
<th>CASE H - CASE A</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLBLM</td>
<td>-0.00123</td>
<td>-0.00923</td>
<td>-0.00046</td>
<td>MRI</td>
<td>-0.00096</td>
<td>-0.00411</td>
<td>-0.00294</td>
</tr>
<tr>
<td>NOAA</td>
<td>-</td>
<td>-</td>
<td></td>
<td>SOCOL</td>
<td>-0.0006</td>
<td>-0.00194</td>
<td>-0.01317</td>
</tr>
<tr>
<td>OSLO</td>
<td>-0.00082</td>
<td>-0.00501</td>
<td>0.00513</td>
<td>UMSLIMCAT</td>
<td>0.0041</td>
<td>0.00792</td>
<td>0.00034</td>
</tr>
<tr>
<td>AMTRAC3</td>
<td>-0.00224</td>
<td>-0.01569</td>
<td>-0.01924</td>
<td>UMUKCA-METO</td>
<td>0.0040</td>
<td>0.00790</td>
<td>0.00032</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>-0.0056</td>
<td>-0.00002</td>
<td>-0.01239</td>
<td>UMUKCA-UCAM</td>
<td>0.0064</td>
<td>-0.00620</td>
<td>-0.02986</td>
</tr>
<tr>
<td>CMAM</td>
<td>0.0013</td>
<td>-0.00919</td>
<td>-0.04148</td>
<td>ECHAM5</td>
<td>0.0075</td>
<td>-0.01238</td>
<td>-0.04441</td>
</tr>
<tr>
<td>E39CA</td>
<td>-0.0006</td>
<td>-0.00194</td>
<td>-0.01488</td>
<td>LMDZ-new</td>
<td>0.0077</td>
<td>-0.01144</td>
<td>-0.04453</td>
</tr>
<tr>
<td>EMAC</td>
<td>0.0002</td>
<td>-0.0062</td>
<td>-0.02905</td>
<td>UKMO-HADGEM3</td>
<td>0.0053</td>
<td>-0.00756</td>
<td>-0.03098</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>-0.00161</td>
<td>-0.00826</td>
<td>0.01489</td>
<td>UKMO-Leeds</td>
<td>0.0064</td>
<td>-0.00620</td>
<td>-0.02986</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>0.0038</td>
<td>-0.00172</td>
<td>-0.01541</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The LibRadtran vertical profile shows positive heating rate changes in the entire atmosphere, with values ranging between +0.3% above 10 hPa and +0.6% between 100 and 10 hPa due to CO$_2$ increasing (not shown). The majority of contributing models overestimate the absorption of near-infrared radiation below 4 hPa (see Table 3.9). From analysis of other cases it is evident that none of the models consider absorption in the SW spectral range by LL GHG other than CO$_2$.

For cooling rates, the strongest cooling rate change in the stratosphere is associated with CO$_2$ increase (case B) and ozone depletion (case H). Figure 3.15 (lower panels) reports the cooling rate profiles and the biases with respect to AER for case L minus case A (i.e., a combined effect of all LL GHG change and 10% ozone depletion). Due to combined 10% ozone depletion and LL GHG changes, an increased cooling rate of about 0.25 K/day with respect to the reference case A is found at 1 hPa for AER (Figure 3.15). The model responses deviate between 2% (AMTRAC3) and 40% (UMSLIMCAT and UMUKCA-Leeds) from this value. The FLBLM deviation is about 3% at this level.

The maximum cooling rate bias with respect to AER for imposed CO$_2$ increase at 70 hPa is found for CCSRNIES (Table 3.10), this value is more than a factor of four larger than the LBL bias. Also E39CA, MRI and SOCOL cooling rate biases are more than twice as large as the LBL bias. UMUKCA-METO, UMUKCA-UCAM and UKMO-HADGEM3 underestimate the cooling rates by the same factor at this level. At 15 hPa, most of the models tend to underestimate cooling rates due to the imposed CO$_2$ increase, with the maximum bias found for SOCOL and E39CA, except CCSRNIES and GEOSCCM which are too sensitive to CO$_2$ emission by a factor of five. At 2 hPa, EMAC, ECHAM5 and LMDZ-new present the largest negative biases in the cooling rates under-estimating the effect of CO$_2$ increase. These biases are of the same order of magnitude as the biases for the same models in the heating rates found for a reduction in stratospheric ozone (case H, Table 3.11).

With respect to AER the majority of the CCMVal models and other LBLs under-estimate the cooling rate decrease associated with stratospheric ozone decrease at 70 hPa and 15 hPa (Table 3.12), whereas about half of the models overestimate it at 2 hPa.

Finally, CCSRNIES significantly overestimates the cooling rate associated with stratospheric H$_2$O increase at 70 hPa and 15 hPa (Table 3.14), followed by UMUKCA-METO, UMUKCA-UCAM and the two UKMO models at 70 hPa and by E39CA and SOCOL at 15 hPa, whereas LMDZrepro is not sensitive enough to H$_2$O change at 15 hPa. CCSRNIES and the UKMO/UMUKCA based models also report too high sensitivity to H$_2$O change in the upper stratosphere.

A summary of heating and cooling rates biases by model is presented below. Only biases larger than the largest LBL bias are discussed.

**Heating rates**

EMAC slightly overestimates the heating rate in the upper stratosphere. This is consistent with an overestimation of the ozone absorption at 2 hPa.

CCSRNIES largely under-estimates heating rates at 70 hPa, whilst it overestimates them at 2 hPa (~4%), consistently with too high sensitivity of absorption of solar radiation by ozone. This model is also too sensitive to the absorption of solar radiation by H$_2$O at 15 hPa and 2 hPa in the infrared spectral region.

GEOSCCM overestimates heating rates at 70 hPa and 2 hPa, which is at 70 hPa consistent with an overestimation of absorption of solar radiation by ozone.

AMTRAC3, ECHAM5, LMDZ-new, CMAM, UMUKCA-UCAM, UMUKCA-HADGEM3 and the two UKMO models overestimate heating rates at 2 hPa, consistent with too large sensitivity to absorption of solar radiation by ozone. All these models, except AMTRAC3 and UMUKCA-UCAM, are not sensitive enough to absorption of solar radiation by H$_2$O in the infrared at 70 and 15 hPa.

E39CA, LMDZrepro and SOCOL underestimate heating rates at 2 hPa (~3%), consistently with an under-estimation of CO$_2$ absorption.

In general, almost all the models tend to overestimate the weak absorption of solar radiation by CO$_2$ in the lower and middle stratosphere, consistently with results in Section 3.4.4.

**Cooling rates**

CCSRNIES largely overestimates the cooling rates in the lower stratosphere (~50%). This overestimation is consistent with too high a sensitivity to emission due to CO$_2$ and to H$_2$O.

UMSLICAT and AMTRAC3 under-estimate the cooling rates in the lower and middle stratosphere by around ~20% and ~15%, respectively. At 15 hPa there is a competing effect of a too small a sensitivity to CO$_2$ emission and a too high sensitivity to O$_3$ and/or H$_2$O emission.

UMUKCA-METO, UMUKCA-UCAM, UKMO-HADGEM3 and UKMO-Leeds under-estimate cooling rates in the lower stratosphere by ~ 15%. For the first three models, this under-estimation is consistent with a too small sensitivity to CO$_2$ emission. All four models tend to be too sensitive to both O$_3$ and H$_2$O emission.

LMDZrepro overestimates the cooling rates at 70 hPa by ~10% and at 2 hPa by ~17%, showing too large a sensitivity to O$_3$ emission in the lower stratosphere and to CO$_2$ and H$_2$O emission in the upper stratosphere.
### Table 3.12: Cooling rate bias of the models with respect to AER in K/day. Results are for case H minus case A (i.e., a 10% stratospheric ozone depletion).

<table>
<thead>
<tr>
<th>Model</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
<th>Model</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLBLM</td>
<td>0.0005</td>
<td>-0.0015</td>
<td>-0.0082</td>
<td>MRI</td>
<td>-0.0021</td>
<td>0.0063</td>
<td>0.0002</td>
</tr>
<tr>
<td>NOAA</td>
<td>-0.00003</td>
<td>-0.0008</td>
<td>-0.0015</td>
<td>SOCOL</td>
<td>-0.0013</td>
<td>-0.0066</td>
<td>-0.0056</td>
</tr>
<tr>
<td>OSLO</td>
<td>-0.000008</td>
<td>-0.0002</td>
<td>-0.0017</td>
<td>UMSLIMCAT</td>
<td>-0.0008</td>
<td>-0.0103</td>
<td>0.0028</td>
</tr>
<tr>
<td>AMTRAC3</td>
<td>0.0021</td>
<td>-0.0145</td>
<td>-0.0165</td>
<td>UMKCA-METO</td>
<td>-0.0012</td>
<td>-0.0054</td>
<td>0.0203</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>-0.0004</td>
<td>0.0034</td>
<td>0.0348</td>
<td>UMKCA-UCAM</td>
<td>-0.0012</td>
<td>-0.0054</td>
<td>0.0203</td>
</tr>
<tr>
<td>CMAM</td>
<td>-0.0016</td>
<td>0.0011</td>
<td>-0.0142</td>
<td>ECHAM5</td>
<td>-0.0003</td>
<td>-0.0001</td>
<td>-0.0039</td>
</tr>
<tr>
<td>E39CA</td>
<td>-0.0013</td>
<td>-0.0066</td>
<td>-0.0056</td>
<td>LMDZ-new</td>
<td>0.0006</td>
<td>-0.0002</td>
<td>-0.0042</td>
</tr>
<tr>
<td>EMAC</td>
<td>-0.0008</td>
<td>-0.0012</td>
<td>-0.0022</td>
<td>UKMO-HADGEM3</td>
<td>-0.0012</td>
<td>-0.0054</td>
<td>0.0202</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>-0.0015</td>
<td>-0.0006</td>
<td>0.0245</td>
<td>UKMO-Leeds</td>
<td>-0.0008</td>
<td>-0.0102</td>
<td>0.0029</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>-0.0033</td>
<td>0.0013</td>
<td>0.0577</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3.13: Heating rate bias of the models with respect to LibRadtran in K/day. Results are for case J minus case A (i.e., a 10% stratospheric water vapour increase).

<table>
<thead>
<tr>
<th>Model</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
<th>Model</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLBLM</td>
<td>0.0016</td>
<td>0.00065</td>
<td>0.00285</td>
<td>MRI</td>
<td>0.0022</td>
<td>0.0001</td>
<td>0.0050</td>
</tr>
<tr>
<td>NOAA</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>SOCOL</td>
<td>0.0007</td>
<td>-0.0057</td>
<td>-0.0043</td>
</tr>
<tr>
<td>OSLO</td>
<td>-0.0005</td>
<td>0.0039</td>
<td>0.00299</td>
<td>UMSLIMCAT</td>
<td>-0.0025</td>
<td>-0.0057</td>
<td>0.0014</td>
</tr>
<tr>
<td>AMTRAC3</td>
<td>0.0013</td>
<td>-0.0029</td>
<td>-0.0010</td>
<td>UMKCA-METO</td>
<td>0.0036</td>
<td>0.0094</td>
<td>0.00252</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>0.0015</td>
<td>0.00112</td>
<td>0.00313</td>
<td>UMKCA-UCAM</td>
<td>0.0037</td>
<td>0.0094</td>
<td>0.0025</td>
</tr>
<tr>
<td>CMAM</td>
<td>-0.0036</td>
<td>-0.00102</td>
<td>-0.00047</td>
<td>ECHAM5</td>
<td>-0.0035</td>
<td>-0.00099</td>
<td>-0.0042</td>
</tr>
<tr>
<td>E39CA</td>
<td>0.0007</td>
<td>-0.0057</td>
<td>-0.0043</td>
<td>LMDZ-new</td>
<td>-0.0040</td>
<td>-0.00113</td>
<td>0.0025</td>
</tr>
<tr>
<td>EMAC</td>
<td>-0.0036</td>
<td>-0.00098</td>
<td>-0.00042</td>
<td>UKMO-HADGEM3</td>
<td>0.0036</td>
<td>0.0094</td>
<td>0.0025</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>0.0010</td>
<td>-0.00080</td>
<td>-0.00051</td>
<td>UKMO-Leeds</td>
<td>0.0037</td>
<td>0.0094</td>
<td>0.0025</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>0.0007</td>
<td>-0.00058</td>
<td>0.00025</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3.14: Cooling rate bias of the models with respect to AER in K/day. Results are for case J minus case A (i.e., a 10% stratospheric water vapour increase).

<table>
<thead>
<tr>
<th>Model</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
<th>Model</th>
<th>70 hPa</th>
<th>15 hPa</th>
<th>2 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLBLM</td>
<td>0.000799</td>
<td>0.000979</td>
<td>0.00204</td>
<td>MRI</td>
<td>0.003412</td>
<td>-0.000488</td>
<td>0.00023</td>
</tr>
<tr>
<td>NOAA</td>
<td>0.000261</td>
<td>-0.000408</td>
<td>0.00014</td>
<td>SOCOL</td>
<td>-0.001729</td>
<td>-0.005099</td>
<td>-0.00739</td>
</tr>
<tr>
<td>OSLO</td>
<td>0.000759</td>
<td>-0.000051</td>
<td>-0.00018</td>
<td>UMSLIMCAT</td>
<td>0.003696</td>
<td>0.002172</td>
<td>0.01682</td>
</tr>
<tr>
<td>AMTRAC3</td>
<td>0.000792</td>
<td>0.000714</td>
<td>0.00234</td>
<td>UMKCA-METO</td>
<td>0.004084</td>
<td>0.003070</td>
<td>0.02056</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>0.009523</td>
<td>0.016349</td>
<td>0.01829</td>
<td>UMKCA-UCAM</td>
<td>0.004084</td>
<td>0.003070</td>
<td>0.02056</td>
</tr>
<tr>
<td>CMAM</td>
<td>-0.000402</td>
<td>0.000615</td>
<td>-0.00076</td>
<td>ECHAM5</td>
<td>-0.000254</td>
<td>0.000774</td>
<td>0.00561</td>
</tr>
<tr>
<td>E39CA</td>
<td>-0.001729</td>
<td>-0.005099</td>
<td>-0.00739</td>
<td>LMDZ-new</td>
<td>0.0000616</td>
<td>0.001125</td>
<td>0.00573</td>
</tr>
<tr>
<td>EMAC</td>
<td>0.000188</td>
<td>0.001315</td>
<td>0.00501</td>
<td>UKMO-HADGEM3</td>
<td>0.004078</td>
<td>0.003060</td>
<td>0.02066</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>-0.000533</td>
<td>0.000485</td>
<td>-0.00107</td>
<td>UKMO-Leeds</td>
<td>0.004086</td>
<td>0.003072</td>
<td>0.02058</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>-0.001918</td>
<td>-0.005194</td>
<td>-0.01124</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
CMAM under-estimates the cooling rates in the lower stratosphere by ~13%. The model biases show an increased sensitivity to O₃ emission.

SOCOL and E39CA, under-estimate the cooling rates in the middle stratosphere by ~10%. At 15 hPa they report a too small sensitivity to CO₂ and H₂O emission and a too high sensitivity to O₃ emission.

LMDZrepro overestimates the cooling rates at 2 hPa by ~17%, showing too large a sensitivity to CO₂ and O₃ emission at this level.

EMAC cooling rate response to CO₂ increase (case B) substantially deviates from LBL model results above 10 hPa. The same behaviour is also observed for ECHAM5 and LMDZ-new models which exploit similar LW codes.

Table 3.15 shows total (SW+LW) heating rates and sigmas used for the three cases used for grading, analysed at the three levels. One sigma corresponds to the maximum absolute SW difference between LBL models and LibRadtran added to the absolute maximum LW difference between AER and the other LBL models. See Sections 3.6 and 3.7 for grading discussion.

### 3.4.6 Radiation scheme errors and model temperature biases

In this section the assessment of the heating and cooling rates from Section 3.4 is applied to the analysis of the stratospheric temperatures biases simulated by the CCMs. Biases in the global mean temperature climatology (reported in Section 3.3.1) are compared with the temperature errors arising both from the inaccuracy of the radiative heating rate calculations and from the biases in simulated ozone and water vapour mixing ratios (see Section 3.3.1).

The potential errors in the temperature simulations from errors in heating and cooling rates are estimated by

<table>
<thead>
<tr>
<th>All units</th>
<th>Control (CASE A)</th>
<th>CO₂ increase (CASE B-A)</th>
<th>10% stratospheric ozone depletion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>70 hPa</td>
<td>15 hPa</td>
<td>2 hPa</td>
</tr>
<tr>
<td>FLBLM</td>
<td>0.04</td>
<td>0.058</td>
<td>-0.277</td>
</tr>
<tr>
<td>OSLO</td>
<td>0.014</td>
<td>0.039</td>
<td>-0.271</td>
</tr>
<tr>
<td>AMTRAC3</td>
<td>0.046</td>
<td>0.307</td>
<td>0.166</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>-0.232</td>
<td>0.004</td>
<td>0.334</td>
</tr>
<tr>
<td>CMAM</td>
<td>0.034</td>
<td>0.057</td>
<td>1.068</td>
</tr>
<tr>
<td>E39CA</td>
<td>0.019</td>
<td>0.158</td>
<td>-0.218</td>
</tr>
<tr>
<td>EMAC</td>
<td>-0.0007</td>
<td>-0.0669</td>
<td>-0.08</td>
</tr>
<tr>
<td>GEOSSCM</td>
<td>0.053</td>
<td>0.299</td>
<td>0.585</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>0.03</td>
<td>-0.05</td>
<td>0.718</td>
</tr>
<tr>
<td>MRI</td>
<td>-0.02</td>
<td>-0.08</td>
<td>-0.094</td>
</tr>
<tr>
<td>SOCOL</td>
<td>0.018965</td>
<td>0.158</td>
<td>-0.198</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>0.043</td>
<td>0.113</td>
<td>0.017</td>
</tr>
<tr>
<td>UMUKCA-METO</td>
<td>0.037</td>
<td>0.073</td>
<td>0.453</td>
</tr>
<tr>
<td>UMUKCA-UCAM</td>
<td>0.037</td>
<td>0.147</td>
<td>1.099</td>
</tr>
<tr>
<td>ECHAM5</td>
<td>0.04</td>
<td>0.075</td>
<td>0.382</td>
</tr>
<tr>
<td>LMDZ-new</td>
<td>0.04</td>
<td>0.098</td>
<td>0.882</td>
</tr>
<tr>
<td>UKMO-HADGEM3</td>
<td>0.038</td>
<td>0.168</td>
<td>1.025</td>
</tr>
<tr>
<td>UKMO-Leeds</td>
<td>0.045</td>
<td>0.185</td>
<td>0.553</td>
</tr>
<tr>
<td>Sigmas</td>
<td>0.05</td>
<td>0.18</td>
<td>0.631</td>
</tr>
</tbody>
</table>
converting the results from the offline heating and cooling rate calculations for reference case A to temperature using pre-calculated relaxation times. Relaxation times represent the thermal inertia due to radiative transfer and are estimated from the cooling rate response to a constant (with height) 1 K temperature change using the correlated k-distribution scheme by Li and Barker (2004). At three considered levels in the lower (70 hPa), middle (15 hPa) and upper (2 hPa) stratosphere, the estimated global mean relaxation times are 180, 25 and 8 days respectively.

The contribution from the ozone and water vapour biases is estimated using biases from Section 3.3.1 to scale the radiative response to the stratospheric ozone depletion and water vapour increase (cases H and J) simulated by the participating models. The obtained errors in the heating and cooling rates associated with the model’s ozone and water vapor biases are also converted to an equivalent temperature bias using the relaxation time. This procedure provides temperature errors for all participating models related both to the errors in the LW and SW radiation codes and to the errors in the simulated ozone and water vapour fields.

The analysis has been carried out for the upper, middle and lower stratosphere (pressure levels 2, 15 and 70 hPa) and the conclusions drawn in this section generally confirm the qualitative assessment of the upper stratospheric model performance in Section 3.3.1. The results for the upper stratosphere (2 hPa) are shown in Figure 3.16. At this level the total temperature errors derived from the inaccuracy of the radiation schemes and the biases in ozone and water vapour abundances are very close to the temperature biases simulated by the CCMs for most of the participating models (black diamonds and black circles, respectively). For AMTRAC3 the small positive temperature bias is explained by overestimated solar heating rates. The large temperature bias for CCSRNIES results from under-estimated longwave cooling rates, overestimated solar heating rates, and a negative bias in the simulated water vapour mixing ratio, with all three factors contributing about equally. The large warm bias for CMAM is explained both by overestimation of solar heating rates and under-estimation of cooling rates. The small temperature bias for EMAC is due to its overestimated cooling rates. For GEOSCCM the warm bias is produced by overestimated heating rates and under-estimated cooling rates and is partially compensated by under-estimated ozone mixing ratios. The very large temperature bias for LMDZrepro is dominated by a massive under-estimation of the cooling rates. The negative temperature bias for MRI is mainly due to slightly overestimated cooling rates, while the same sized bias in SOCOL is primarily due to under-estimated solar heating rates and a negative bias in the ozone mixing ratio. UMSLIMCAT has only a very small cold bias, for which a small under-estimation of the cooling rates is compensated by the cumulative effects of small errors in solar heating and water vapour and ozone mixing ratios. Warm biases in UMUKCA-METO and UMUKCA-UCAM result primarily from under-estimated cooling rates, although under-estimated water vapour mixing ratios for UMUKCA-METO and overestimated solar heating rates and under-estimated ozone mixing ratios for UMUKCA-UCAM also contribute significantly.

Four models were singled out in the analysis of simulated temperature climatologies in Section 3.3.1 as likely to have deficiencies in their radiation schemes in the upper stratosphere: CCSRNIES, CMAM, CNRM-ACM and LMDZrepro. While CNRM-ACM is not analysed here, the present analysis confirms the qualitative assessment made in Section 3.3.1 for the other three models.

In the middle stratosphere (15 hPa) and in the lower stratosphere (70 hPa) the temperature biases and estimated errors (not shown) are generally well correlated but significant discrepancies between the two values exist, making a similar analysis less useful for these heights. This is probably due to a number of reasons. First, using relaxation time for the conversion heating rate to temperature is a rough approach which works better in the vicinity of the stratosphere than in the middle and lower stratosphere where the relaxation time depends more strongly on the shape of the perturbation and has a strong latitudinal dependence. Second, the effect of errors in O$_3$ and H$_2$O mixing ratios has been estimated based on the local biases. However, non-locality plays an important role in the middle and lower stratosphere for both solar heating and longwave cooling rate calculations. Third, the temperature biases reported in Section 3.3.1 are based on the annually averaged glo-
abal mean climatology, whereas heating rates used to estimate errors are global values based on calculations at five latitudes for January conditions. And finally, the effect of clouds and volcanic aerosol which is important in the lower and middle stratosphere, was not evaluated in the framework of this exercise.

3.5 Solar signal in CCMs

The incident solar radiation at the top of Earth’s atmosphere varies on different time scales. Observational studies, e.g., Randel et al. (2009), found a statistically significant decadal signal in annual mean upper stratospheric temperature of up to 1 K, associated with the 11-year solar activity cycle. While the total solar irradiance (TSI), i.e., the spectrally integrated solar irradiance at the top of Earth’s atmosphere, varies only by about 0.1% over the 11-year cycle, larger variations occur in the ultraviolet (UV) part of the spectrum, reaching several percent in the ozone absorption bands that are responsible for the SW heating of the stratosphere. However, given the much lower intensity in the UV spectral region compared to the visible (VIS) and near-infrared (IR) parts of the solar spectrum, and because of the historical focus of numerical global modelling on the troposphere where absorption of solar UV radiation by ozone plays only a very minor role, SW radiation codes in GCMs and CCMs do not consider the solar irradiance for the wavelengths shorter than ~250 nm and quite often exploit broad-band parameterisations using TSI as an input variable. Depending on the radiation scheme, fractions of TSI are then used to calculate solar fluxes and heating rates in one or two SW absorption bands from the top of the atmosphere to the surface. More sophisticated SW radiation codes designed for applications to the middle atmosphere usually consider extended spectral range and include more spectral bands in the UV/VIS. Egorova et al. (2004) and Nissen et al. (2007) compared the performance of SW radiation codes with different spectral resolution and showed that the observed solar temperature signal in the stratosphere can only be reproduced in models that allow for the effects of spectral variations between solar minimum and maximum.

In this section we will address the following questions:
1. How sensitive are the CCM SW radiation codes to changes in solar irradiance and ozone?
2. How well is the 11-year radiative solar signature reproduced by the participating SW radiation codes in comparison with reference LBL codes?
3. Can the grade of the simulated solar signature in temperature in the REF-B1 simulations, discussed in Chapter 8 of this report, be explained in terms of the characteristics of the SW radiation codes?

3.5.1 Experimental Setup

Heating rate differences between the minimum and maximum phases of the 11-year solar cycle have been calculated in stand-alone versions of the CCM shortwave radiation parameterisations and in LBL models for prescribed spectral flux and solar induced ozone differences between the minimum and maximum phases of the 11-year solar cycle.

The spectral solar irradiance (SSI) and TSI data to be used in this comparison are based on the method described in Lean et al. (2005). Extra-terrestrial spectral solar irradiance for the spectral range 120 – 100,000 nm were provided with a spectral resolution ranging from 1 to 50 nm as well as the spectral integral over all wavelengths, i.e., TSI. The monthly mean solar irradiance of September 1986 and November 1989 has been selected for solar minimum and solar maximum conditions, respectively. For mean solar conditions average data were derived from the period 1950 to 2006. Depending on the individual SW radiation codes the modelling groups were requested to either use the suggested TSI for solar minimum and maximum conditions, or to integrate the provided high resolution spectral irradiances to match the broader spectral intervals of their own SW radiation codes and to adapt the total solar irradiance to be consistent with the integral over all intervals.

Table 3.16: Experimental setup for offline solar variability simulations.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Solar irradiance</th>
<th>Ozone</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>mean</td>
<td>1980 climatology</td>
</tr>
<tr>
<td>O</td>
<td>max</td>
<td>1980 climatology</td>
</tr>
<tr>
<td>P</td>
<td>min</td>
<td>1980 climatology</td>
</tr>
<tr>
<td>R</td>
<td>mean</td>
<td>max</td>
</tr>
<tr>
<td>S</td>
<td>mean</td>
<td>min</td>
</tr>
</tbody>
</table>

Table 3.17: Participating offline SW radiation codes and ways of prescribing solar variability.

<table>
<thead>
<tr>
<th>CCM</th>
<th>TSI</th>
<th>Spectral</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCSRNIIES</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CMAM</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>ECHAM4</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>ECHAM5</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>EMAC</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>SOCOL</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>UMUKCA-METO</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>UMUKCA-UCAM</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>
To study the effect of solar induced ozone variations on heating rates, experiments with mean solar irradiance and prescribed ozone changes between solar minimum and maximum were carried out. The ozone changes have been derived from 2-dimensional, photochemical model calculations (Haigh, 1994) to ensure smooth distributions of the changes.

Further settings of the experiments were identical to the 1980 control simulation (case A, Table 3.4). Table 3.16 gives an overview of the recommended experiments.

The participating CCM SW radiation codes and the provided SW radiative heating rates are summarized in Table 3.17. Further it is indicated whether the radiation codes are forced with TSI or spectral irradiance data. More details of the radiation codes including references can be found in Chapter 2.

The results of the offline calculations have been evaluated against reference calculations from the LBL radiation code LibRadtran (Meyer and Kylling, 2005).

3.5.2 Sensitivity of the solar signal to spectral resolution

Figure 3.17 shows global mean profiles of the differences in SW heating rates between solar minimum and maximum in January. In the left panel only solar irradiance variations are taken into account and in the middle panel the effects of prescribed solar induced ozone changes only. The right panel shows the total effects of solar irradiance and prescribed solar induced ozone changes between solar minimum and maximum. The largest response to 11-year solar irradiance changes (experiments O-P, left panel) occurs in the stratopause region with global mean heating rate changes from solar minimum to maximum of about 0.12 K/d in the LibRadtran reference model (black line). The results of the CCM radiation schemes can be grouped into three categories: a) schemes that closely follow the reference heating rate change profile, i.e., CMAM, EMAC and CCSRNIES, and with some minor deviations SOCOL, b) two schemes that reproduce about half of the reference heating rate differences (ECHAM5 and UMSLIMCAT) and c) schemes that have an almost negligible radiative response to solar irradiance changes of less 0.02 K/day, like ECHAM4, LMDZrepro, UMUKCA-METO, and UMUKCA-UCAM.

Differences between the three groups can be explained by the spectral resolution of the prescribed solar irradiance change between solar minimum and maximum. With 44 spectral intervals between 121 and 683 nm the EMAC scheme reproduces the reference profile over the whole stratosphere very well; similarly the CMAM code with 8 bands between 121 and 305.5 nm and only 3 bands for ozone absorption between 206 and 305.5 nm, SOCOL (4 spectral intervals between 120 and 680 nm) overestimates the maximum SW heating rate difference in the lower mesosphere by about 10%, associated with an under-estimation in the lower stratosphere. In contrast, the SW radiation codes in LMDZrepro, UMUKCA-METO, UMUKCA-UCAM, and ECHAM4 that are driven by TSI changes between solar minimum and maximum only, are not able to capture the magnitude of the SW heating rate changes between solar minimum and maximum.

The SW radiation scheme of the Unified Model (UM) model series can also be driven by spectral irradiance changes, as was done for example in the REF-B1 simulation of UMSLIMCAT. This allows for a direct assessment of the effect of spectral irradiance versus TSI input data. As seen in Figure 3.17 (left panel), the SW heating rate response of the spectrally forced offline calculation with UMSLIMCAT is stronger than in the TSI forced UMUKCA-METO and UMUKCA-UCAM models. However with a SW heating rate difference of ~0.07 K/day, UMSLIMCAT reproduces only about 50% of the LBL model result. A similar result to that of UMSLIMCAT is obtained for ECHAM5. The ECHAM5 offline radiation code was included into this comparison to investigate the effect of adding two bands in the UV to the single UV/VIS absorption band used in the ECHAM4 code (Cagnazzo et al., 2007). Although with the additional absorption bands (185-690 nm) the full spectral range of ozone absorption is resolved, only 50% of the heating rate differences between solar minimum and maximum can be simulated.

The global mean SW heating rate response to prescribed solar induced ozone changes (experiments R-S, middle panel of Figure 3.17) in the reference model reaches about 0.07 K/d from solar minimum to maximum, that is approximately 65% of the response to the solar irradiance variations. The strongest response occurs in the upper stratosphere, about 10 km lower than the strongest response to irradiance changes. This behaviour is qualitatively well reproduced by the different CCM radiation codes. Deviations from the LBL code are much smaller than for the irradiance changes, as mean solar irradiance was prescribed to isolate the clean ‘ozone effect’. Differences between the models occur due to the band width adopted and generally correspond to the differences encountered in case A. Note that the ‘ozone effect’ exceeds the effect of solar irradiance variations below 10 hPa emphasising the importance of considering the feedback of changes in ozone photochemistry during a solar cycle on the SW radiation budget.

The total SW heating rate change between solar minimum and maximum, i.e., due to both solar irradiance changes and the solar induced ozone changes, (right panel in Figure 3.17) clearly illustrates that those CCM SW radiation codes that use only TSI variations under-estimate the solar radiative signal by about 50%.

The response to solar variability obtained with the CCM SW radiation codes in offline mode is generally
consistent with the solar response in the transient REF-B1 simulations discussed in Chapter 8. The REF-B1 solar heating rate differences for those models, which also provided off-line heating rates (CCSRNIES, CMAM, EMAC, and LMDZrepro) range between 0.07 and 0.17 K per day per 100 units of the F10.7cm solar flux around the tropical stratopause (Figure 8.12). By multiplying these values by a factor 1.3 we obtain an estimate of the SW heating rate differences between solar minimum and maximum that can be compared with the offline calculations. There is good agreement between online and offline calculated heating rate differences for the four CCMs (not shown). For example, we find an annual mean tropical heating rate difference of 0.20 K per day in the REF-B1 run of CMAM and a heating rate difference of 0.22 K per day at the equator in January from the CMAM offline code.

In Chapter 8, the temperature response to decadal solar forcing in the CCMs was derived by a multiple linear regression analysis (Figure 8.11). The strongest solar temperature signal is found consistently in the tropical upper stratosphere/lower mesosphere, indicating that the direct mechanism of heating by absorption of enhanced UV radiation at solar maximum is well captured by the spectrally resolving SW radiation schemes. The reduced decadal temperature signal in LMDZrepro can be explained by the under-estimation of the spectral solar forcing that was identified in the offline calculations. However, while the responses to solar irradiance changes in the spectrally resolving radiation codes of CCSR NIES, CMAM, EMAC, and SOCOL are close to each other (Figure 3.17, left panel), the solar temperature responses in the corresponding REF-B1 simulations of these models show a considerable spread in the upper stratosphere and mesosphere (Figure 8.11a), which cannot be explained by a direct radiative effect alone. Similarly, indirect dynamical processes seem to contribute to the strong solar response of mesospheric temperature in the UMSLIMCAT REF-B1 simulation, as the offline calculation shows that its SW radiation code underestimates the heating rate response to UV-variations.

### 3.6 Summary

In this section, as in other chapters, we employ the concepts of metrics and grades to help synthesize the discussions of the preceding sections. A metric can be seen as a way for assessing a model and comparing it to an objective benchmark. For example we compare a model’s globally averaged temperature to an observed climatological mean. In this case the metric would be temperature difference, and the benchmark given as the observed climatological mean temperature. A grading is then applied to this temperature difference according to how big a difference is deemed acceptable without down-grading the model performance. For our example, we compare the model temperature difference to the observed interannual variability in temperature, and say that a model with an error smaller than the interannual variability is performing well, and assign the model a “good” grade.

We adopt the above approach in a quantitative way.
Each CCM is graded between zero and one, with a grade of one representing a “perfect” result and a grade of zero representing no skill. The gradings are based on a standard deviation approach where, nominally, one sigma (σ) away from the reference diagnostic reduces the grade by 0.33. A grade (G) is given by

$$G = 1 - 0.33 \times \sigma, \quad (3.1)$$

Therefore, three or more sigmas away from the reference diagnostic would give a grade of zero. For most metrics, a sigma value could not be calculated from statistics so the choice of sigma values and grading has been somewhat subjective. Table 3.1 summarizes the metrics and gradings used to evaluate each processes. Table 3.18 gives details of each grading used and tables in the chapter that give the diagnostics and sigma values that are used to calculate the grades for each process.

Three sets of gradings are shown in Figures 3.18 to 3.21. These refer to temperature based diagnostics (Figure 3.18), flux diagnostics (Figure 3.19) and heating rate diagnostics (Figure 3.20). Sigma values used are based on interannual variability measures for temperature trend metrics. For other metrics sigmas are based on the maximum difference between CCMs and either reference analyses or reference calculations. Therefore, a model grade above 0.66 is as good as can be expected with current knowledge. We class grades as 0.66 or higher “good”, grades between 0.33 and 0.66 as “adequate” and grades below 0.33 as “poor”. Note that many caveats exist in grade representation and these grades should not be seen as definitive or over interpreted. A different choice of diagnostic, reference model and/or sigma can lead to different answers. We have tried to be pragmatic with these choices, picking metrics that we believe to be most relevant to the CCM community, although a degree of subjectivity will still exist.

By deriving sigma values from differences between reference calculations a poor grading does not necessarily mean a large source of model error. Take, for example, the CO₂ and stratospheric water vapour forcing grades in Figure 3.19. The stratospheric water vapour forcing has errors of over 100% between models (Figure 3.12), yet model grades are adequate or good. Whereas, the error in CO₂ forcing is estimated to be within 20% (Figure 3.9) yet several CCMs are given a poor grade. This, perhaps unintuitive, grading results from the CO₂ forcing being much better constrained between the reference sets of calculations, compared to the reference calculations for stratospheric water vapour. Our choice of metric can therefore be seen as an indicator of how close a model is to “state of the art” rather than how accurate a model is.

General grading features are discussed here. Individual model grades and performance and summarized in Section 3.7.

Many CCMs have poor representation of lower stratospheric temperatures yet are able to produce a good simulation of temperature trends throughout the stratosphere (Figure 3.18). This likely is, in part, due to temperature changes depending largely on carbon dioxide and ozone changes, whereas many other factors such as clouds can affect temperature climatologies in the lower stratosphere. The multi-model mean has a higher grade than all but one model (WACCM) which indicates the value of multi-model studies.

The aim of Section 3.5 was to validate the ability of the CCM SW radiation codes to reproduce the radiative effects of decadal solar variability. Therefore, the basis for allotting grades to the different SW radiation codes (Table 3.17) is their response or sensitivity to solar irradiance changes that vary increasingly towards shorter wavelengths between solar minimum and maximum, reaching several percent in the UV. The comparison described here clearly revealed that only CCM radiation codes that are designed to take prescribed spectral irradiance data into account are able to reproduce the magnitude and vertical profile shape of the heating rate differences between solar minimum and maximum (Figure 3.17, left panel). These models (CCSRNIES, CMAM, EMAC, and SOCOL) simulate the reference heating rate difference profile within a few percent and are therefore graded as 0.9 (see Table 3.17). Another class of models fails to reproduce the solar signal in SW heating rates due to their neglect of spectral irradiance changes. These models (ECHAM4, LMDZrepro, UMUKCA-METO, and UMUKCA-UCAM) are graded as 0.1. Two models (ECHAM5 and UMSLIMCAT) are able to alleviate the bias to some extent by considering spectral irradiance changes in a simplified way. They reproduce about half the variability in SW heating rates, and are therefore graded as 0.5.

This grading also applies to the total effects of solar variability (Figure 3.17, right panel) including the effects of solar induced ozone changes, as the heating rate changes due to prescribed solar induced ozone changes (Figure 3.17, middle panel), are well captured by most models. As
the outcome of this inter-comparison clearly suggests three categories of SW radiation codes, we abstain from a more detailed grading.

Throughout the chapter we have tried to explain differences between CCMs. However, in many instances appropriate diagnostics were not available and interpretation is lacking, so a full assessment of differences has not been possible.

### 3.6.1 Summary by model

We class grades as 0.66 or higher “good”, grades between 0.33 and 0.66 as “adequate” and grades below 0.33 as “poor”. We employ this standard terminology to the model summaries below. For English clarity respective adverb forms of “well”, “adequately” and “poorly” are also employed.

**AMTRAC3:** This CCM has an adequate representation of climatological global mean temperatures in the lower and middle stratosphere, and a good representation of temperatures in the upper stratosphere. Global mean temperature trends throughout the stratosphere are well reproduced. Climatological total radiative flux at the tropopause is well modelled. Radiative forcings at the tropopause are well modelled for water vapour changes, both in the stratosphere and troposphere, and for CH₄. CFC forcings and

### Table 3.18: A summary of the metrics and gradings used to evaluate each processes.

<table>
<thead>
<tr>
<th>Process</th>
<th>Metric</th>
<th>Metric sigma basis</th>
<th>Grading basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stratospheric temperatures</td>
<td>Comparing 1980-1999 climatological global mean temperature profiles</td>
<td>Maximum difference between ERA 40 and either UKMO or NCEP analysis. Evaluated at 70 hPa, 15 hPa and 2 hPa</td>
<td>See Table 3.2</td>
</tr>
<tr>
<td>Stratospheric temperature change</td>
<td>Comparing 1980-1999 global mean temperature trends</td>
<td>MSU/SSU trend uncertainty (95% confidence interval). Evaluated at 70 hPa, 15 hPa and 2 hPa</td>
<td>See Table 3.3</td>
</tr>
<tr>
<td>Radiative fluxes</td>
<td>Comparing global mean total (SW+LW) climatological fluxes in offline radiation schemes with LBL models</td>
<td>Maximum difference between sophisticated radiation models for globally annually averaged total (SW+LW). Evaluated at the tropopause</td>
<td>See Table 3.6</td>
</tr>
<tr>
<td>Radiative forcing</td>
<td>Comparing global mean instantaneous total forcings (SW+LW) in offline radiation schemes for a variety of atmospheric composition changes with LBL models</td>
<td>Maximum difference between sophisticated radiation models for globally annually averaged total (SW+LW). Evaluated at the tropopause</td>
<td>See Table 3.6</td>
</tr>
<tr>
<td>Stratospheric heating/cooling</td>
<td>Comparing global mean total (SW+LW) climatological heating rates in offline radiation schemes with LBL models</td>
<td>Maximum difference between sophisticated radiation models for globally annually averaged total (SW+LW). Evaluated at 70 hPa, 15 hPa and 2 hPa</td>
<td>See Table 3.15</td>
</tr>
<tr>
<td>Changes in stratospheric heating/cooling</td>
<td>Comparing changes in globally averaged total (SW+LW) heating rates in offline radiation schemes with LBL models</td>
<td>Maximum difference between sophisticated radiation models for globally annually averaged total (SW+LW). Evaluated at 70 hPa, 15 hPa and 2 hPa</td>
<td>See Table 3.15</td>
</tr>
<tr>
<td>Solar variability</td>
<td>Comparing globally averaged SW heating rates in offline radiation schemes with prescribed solar spectrum variations and ozone change</td>
<td>Whether or not radiation code reproduces sophisticated model signal. A subjective grade based on how similar their signal is to LibRadtran results</td>
<td>See Table 3.17</td>
</tr>
</tbody>
</table>
tropospheric O$_3$ forcings are adequately modelled. CO$_2$, stratospheric O$_3$ and N$_2$O forcings are poorly modelled. Climatological heating rates and their change from CO$_2$ and stratospheric O$_3$ perturbations are either adequate or better. The CCM’s representation of solar variability is not assessed.

**CAM3.5:** This CCM has a low model lid so upper stratospheric levels were not assessed. This CCM has an adequate representation of climatological global mean temperatures in the middle stratosphere, and a poor representation of temperatures in the lower stratosphere. Global mean temperature trends throughout the stratosphere are well reproduced. The CCM’s representation of fluxes, heating rates and solar variability is not assessed.

**CCSRNIES:** This CCM has an adequate representation of climatological global mean temperatures in the upper stratosphere, and a poor representation of temperatures in the lower and middle stratosphere. Global mean temperature trends throughout the stratosphere are well reproduced. Climatological total radiative flux at the tropopause is adequately modelled. CO$_2$, stratospheric O$_3$ and CFC forcings are well modelled. CH$_4$ and tropospheric ozone forcings are adequately modelled. Radiative forcings at the tropopause are poorly modelled for water vapour changes, both in the stratosphere and troposphere, and for N$_2$O. Climatological heating rates are well represented, except

**Figure 3.18:** CCM grades for globally averaged climatological stratospheric temperatures and their trend. See Table 3.18 for details.

**Figure 3.19:** CCM grades for globally averaged fluxes at the 200 hPa tropopause and their change (radiative forcing). See Table 3.18 for details.
in the lower stratosphere which is poorly represented. Changes in heating rates are well modelled for ozone in the lower and middle stratosphere and for CO₂ in the upper stratosphere. Middle and lower stratospheric heating rate changes due to CO₂ are poorly modelled, as are upper stratospheric ozone heating rate changes. The CCM’s representation of solar variability is good.

**CMAM:** This CCM has an adequate representation of climatological global mean temperatures in the lower stratosphere, and a poor representation of temperatures in the middle and upper stratosphere. Global mean temperature trends throughout the stratosphere are well reproduced. Climatological total radiative flux at the tropopause is well modelled. Radiative forcings at the tropopause are well modelled for CH₄ and stratospheric water vapour changes, while stratospheric O₃, CFC, CO₂, N₂O and tropospheric O₃ forcings are poorly modelled. Climatological heating rates and their change from CO₂ and stratospheric O₃ perturbations are either adequate or better. The CCM’s representation of solar variability is good.

**CNRM-ACM:** This CCM has a poor representation of climatological global mean temperatures throughout stratosphere. Global mean temperature trends reproduction in the middle and upper stratosphere are adequate. Reproduction of temperature trends in the lower stratosphere is poor. The CCM’s representation of fluxes, heating rates and solar variability is not assessed.
EMAC: This CCM has a good representation of climatological global mean temperatures in the upper stratosphere, adequate representation in the middle stratosphere and poor representation in lower stratosphere. Global mean temperature trends throughout the stratosphere are well reproduced. Climatological total radiative flux at the tropopause is not assessed. Climatological heating rates are well represented. Changes in heating rates from stratospheric O₃ perturbations are good, expect at upper stratospheric levels where they are adequate. Heating rate changes from CO₂ perturbations are adequate or better, except in the upper stratosphere where they are poor. The CCM’s representation of solar variability is good.

E39CA: This CCM has a low model lid so upper stratospheric levels were not assessed. This CCM has an adequate representation of climatological global mean temperatures in the middle stratosphere, and a poor representation of temperatures in the lower stratosphere. Global mean temperature trends throughout the CCM’s stratosphere are well reproduced. Climatological total radiative flux at the tropopause is well modelled. Radiative forcings at the tropopause are well modelled for CH₄, CFC, stratospheric O₃ and water vapour changes, both in the stratosphere and troposphere, for tropospheric O₃ and for CO₂, N₂O and tropospheric O₃ forcings are poorly modelled. Climatological heating rates and their change from CO₂ and stratospheric O₃ perturbations are either adequate or better. The CCM’s representation of solar variability is poor.

GEOSCCM: This CCM has a good representation of climatological global mean temperatures throughout the stratosphere. Global mean temperature trends throughout the stratosphere are well reproduced. Climatological total radiative flux at the tropopause is poorly modelled. Radiative forcings at the tropopause are well modelled for water vapour changes, both in the stratosphere and troposphere, and for CH₄, the CFCs, and for tropospheric O₃. Stratospheric O₃ forcing is adequately modelled while CO₂ and N₂O forcings are poorly modelled. Climatological heating rates and their change from CO₂ and stratospheric O₃ perturbations are either adequate or better. The CCM’s representation of solar variability is not assessed.

LMDZrepro: This CCM has a good representation of climatological global mean temperatures in the lower and middle stratosphere, and a poor representation of temperatures in the upper stratosphere. Global mean temperature trends throughout the stratosphere are well reproduced. Climatological total radiative flux at the tropopause is poorly modelled. Radiative forcings at the tropopause are well modelled for water vapour changes, both in the stratosphere and troposphere. CH₄ and CFC12 forcings are adequately modelled. CFC11, CO₂, tropospheric O₃ and stratospheric O₃ forcings are all poorly modelled. Climatological heating rates and their change from CO₂ and stratospheric O₃ perturbations are either adequate or better, expect in the middle troposphere for CO₂ changes and the upper troposphere for ozone changes where representation is poor. The CCM’s representation of solar variability is poor.

MRI: This CCM has a good representation of climatological global mean temperatures in the upper stratosphere, an adequate representation of temperatures in the lower stratosphere, and a poor representation in the middle stratosphere. Global mean temperature trends in the upper and middle stratosphere are well reproduced, whilst temperature trends in the lower stratosphere are adequately reproduced. Climatological total radiative flux at the tropopause is adequately modelled. Radiative forcings at the tropopause are well modelled for water vapour changes in the stratosphere, for O₃ changes both in the stratosphere and troposphere, and for CH₄, CO₂ and water vapour forcings in the troposphere are adequately represented. The forcings from N₂O is poorly represented. CFC forcings are not assessed. Climatological heating rates and their change from CO₂ and stratospheric O₃ perturbations are either adequate or better, expect in the mid- and low troposphere for CO₂ changes where representation is poor. The CCM’s representation of solar variability is not assessed.

NiwaSOCOL: This CCM has a good representation of climatological global mean temperatures in the middle and upper stratosphere and a poor representation in the lower stratosphere. Global mean temperature trends are well reproduced throughout the stratosphere. The CCM’s representation of fluxes, heating rates and solar variability is not assessed.

SOCOL: This CCM has a good representation of climatological global mean temperatures in the middle and upper stratosphere and a poor representation in the lower stratosphere. Global mean temperature trends are well reproduced throughout the stratosphere. Climatological total radiative flux at the tropopause is well modelled. Radiative forcings at the tropopause are well modelled for water vapour changes in the stratosphere and troposphere, for O₃ changes in the stratosphere, for CFCs and CH₄. Forcings from CO₂, N₂O, and O₃ changes in the troposphere are poorly represented. Climatological heating rates and their change from CO₂ and stratospheric O₃ perturbations are either adequate or better, expect in the middle and upper troposphere for CO₂ changes where representation is poor. The CCM’s representation of solar variability is good.

ULAQ: This CCM has a good representation of climatological global mean temperatures in the lower and upper stratosphere and an adequate representation in the middle
stratosphere. Global mean temperature trends are well reproduced throughout the stratosphere. The CCM’s representation of fluxes, heating rates and solar variability is not assessed.

**UMETRAC:** This CCM has a good representation of climatological global mean temperatures in the upper stratosphere, an adequate representation in the middle stratosphere, and a poor representation in the lower stratosphere. Global mean temperature trends are well reproduced in the lower and middle stratosphere and adequately reproduced in the upper stratosphere. The CCM’s representation of fluxes, heating rates and solar variability is not assessed.

**UMSLIMCAT:** This CCM has a good representation of climatological global mean temperatures in the middle and upper stratosphere, and an adequate representation of temperatures in the lower stratosphere. Global mean temperature trends throughout the stratosphere are well reproduced. Climatological total radiative temperature trends in the lower stratosphere. Global mean temperature trends are well reproduced in the lower and middle stratosphere and adequately reproduced in the upper stratosphere. The CCM’s representation of fluxes, heating rates and solar variability is not assessed.

**UMUKCA-METO:** This CCM has a good representation of climatological global mean temperatures in the middle and upper stratosphere, and an adequate representation of temperature changes in the lower stratosphere. Global mean temperature trends throughout the stratosphere are well reproduced. Climatological total radiative flux at the tropopause is adequately modelled. Radiative forcings at the tropopause are well modelled for ozone changes both in the stratosphere and troposphere, CH$_4$ and the CFCs. Forcings are adequately modelled for CO$_2$, N$_2$O and stratospheric water vapour. Tropospheric water vapour forcing is poorly modelled. Climatological heating rates and their change from CO$_2$ and stratospheric O$_3$ perturbations are either adequate or better, expect in the middle troposphere for O$_3$ changes where representation is poor. The CCM’s representation of solar variability is poor.

**WACCM:** This CCM has a good representation of climatological global mean temperatures throughout the stratosphere. Global mean temperature trends are well reproduced throughout the stratosphere. The CCM’s representation of fluxes, heating rates and solar variability is not assessed.

### 3.6.2 Overall summary

The work in this chapter has shown that CCM global mean temperatures and their change can give an indication of errors in radiative transfer codes and/or atmospheric composition. Biases in the global temperature climatology are generally small, although five out of 18 CCMs show biases in their climatology that likely indicate problems with their radiative transfer codes. Temperature trends also generally agree well with observations, although one model shows significant discrepancies that appear to be due to radiation errors. Heating rates and estimated temperature changes from CO$_2$, ozone and water vapour changes are generally well modelled. Other gases (N$_2$O, CH$_4$, CFCs) have only played a minor role in stratospheric temperature change but their heating rates are estimated with large fractional errors in many models. Models that do not account for variations in the spectrum of solar irradiance but only consider changes in total (spectrally-integrated) solar irradiance (TSI) cannot properly simulate solar-induced variations in stratospheric temperature. The combined LL GHG global-annual-mean instantaneous net radiative forcing at the tropopause is within 30% of LBL models for all CCM radiation codes tested. Problems remain simulating radiative forcing for stratospheric water vapour and ozone changes with a range of errors between 3% and 200% compared to LBL models.

Performing a comparison of radiation schemes has been challenging. This work would have benefitted from more CCM radiation schemes being run independently of their host models. We suggest that in future radiation schemes should regularly be involved in comparison exercises based on detailed sets of reference calculations from LBL models. Ideally, solar and longwave schemes should be evaluated for a range of realistic circumstances. Future
radiation scheme comparisons should also ideally evaluate the radiative effects of aerosol and cloud as well as trace gases. They should also evaluate the effect of approximations made in CCMs such as the frequency of radiative transfer calculations and the effects of plane-parallel/sphericity approximations. Photolysis and solar heating calculations should be merged for consistency. Non-local thermodynamic equilibrium effects should be accounted for above 70 km to correctly simulate heating and cooling rates in this region. CCMs should include spectral variations in solar irradiance when modelling solar variability in order to induce the correct stratospheric temperature change. Further work in needed to assess the level of spectral detail required.
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4.1 Introduction

This chapter assesses and compares the abilities of the Climate-Chemistry Models (CCMs) to reproduce the climate, circulation and associated variability of the stratosphere, though not the coherent naturally occurring variability such as that resulting from El-Niño Southern Oscillation (ENSO) events, big volcanic eruptions and variations in solar irradiance. This coherent natural variability is assessed separately in Chapter 8. The assessment in this chapter is process based, i.e., the underlying dynamical processes occurring in the model stratospheres are evaluated as well as the simulation of the basic meteorological quantities such as winds and temperature. The processes and quantities considered (see Table 4.1a, b for a full list) are those relevant for modelling the long-term behaviour of stratospheric ozone (e.g., temperature and the Brewer-Dobson circulation) and the impact of stratospheric change on surface climate (e.g., annular modes). The chapter also looks at the predicted effects of climate change and ozone depletion/recovery on these modelled dynamical quantities and processes. In particular linear trends are calculated for many of the diagnostics assessed for the periods of ozone depletion (1980-1999), strong ozone recovery (2000-2049) and longer-term ozone and climate changes (2050-2099). Because of limited space, the dynamical meteorology
### Table 4.1a: Climatological mean dynamical processes and/or phenomena validated in this chapter. The first column lists the processes and phenomena plus the subsection where the analysis can be found. Diagnostics used in the validation are listed in column 2 while columns 3 and 4 indicate which diagnostics will be used as quantitative metrics for the overall model assessment (see Section 4.5.3). All the diagnostics are validated against one or more of the reanalysis data sets introduced in Section 4.2. Abbreviations: NH=Northern Hemisphere; SH=Southern Hemisphere; DJF=December-January-February; MAM=March-April-May; JJA=June-July-August; SON=September-October-November; EP=Eliassen-Palm; PSC=polar stratospheric cloud; NAT=nitric acid trihydrate.

<table>
<thead>
<tr>
<th>Phenomena Process</th>
<th>Diagnostic</th>
<th>Metric Name</th>
<th>Metric Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>4.3.1 Zonal mean climatology</strong></td>
<td>DJF &amp; MAM temperatures 60–90°N</td>
<td>nhtemp</td>
<td>DJF value at 50 hPa</td>
</tr>
<tr>
<td></td>
<td>JJA &amp; SON temperatures 60–90°S</td>
<td>shtemp</td>
<td>SON value at 50 hPa</td>
</tr>
<tr>
<td></td>
<td>Date of the transition from eastward to westward winds at 60°S</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Latitude &amp; maximum wind speed of the NH jet in DJF</td>
<td>umax_djf</td>
<td>Maximum DJF eastward wind at 10 hPa</td>
</tr>
<tr>
<td></td>
<td>Latitude &amp; maximum wind speed of the SH jet in JJA</td>
<td>umax_iia</td>
<td>Maximum JJA eastward wind at 10 hPa</td>
</tr>
<tr>
<td><strong>4.3.2 Stationary waves</strong></td>
<td>Location &amp; maximum amplitude of the stationary wave field for the NH DJF &amp; SH SON climatology</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zonal asymmetries</td>
<td>Phase &amp; amplitude of wave-1 &amp; wave-2 10 hPa NH DJF &amp; SH SON stationary waves</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Seasonal variation of the maximum amplitude of the NH &amp; SH 10 hPa climatological stationary waves</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>4.3.3 Brewer-Dobson circulation</strong></td>
<td>70 hPa residual vertical velocity ( \bar{w}^* ): annual mean 40°S–40°N, seasonal cycle in the turn-around latitudes where ( \bar{w}^* = 0 ) &amp; tropical upwelling mass flux</td>
<td>upwell_70</td>
<td>Annual mean upwelling mass flux at 70 hPa</td>
</tr>
<tr>
<td>Tropical upwelling</td>
<td>Tropical upwelling mass flux at 70 &amp; 10 hPa and downward control estimates of the driving from resolved (~EP-flux divergence) &amp; parameterised (gravity) waves</td>
<td>upwell_10</td>
<td>Annual mean upwelling mass flux at 10 hPa</td>
</tr>
<tr>
<td><strong>4.3.4 Extra-tropical wave driving</strong></td>
<td>100 hPa meridional heat flux for January in the NH &amp; July in the SH</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Regression (slope &amp; intercept) of the February &amp; March 50 hPa temperatures 60°N–90°N on the 100 hPa January and February heat flux 40°N–80°N</td>
<td>PW_nh</td>
<td>Slope of the regression fit</td>
</tr>
<tr>
<td></td>
<td>Regression (slope &amp; intercept) of the August &amp; September 50 hPa temperatures 60°S–90°S on the 100 hPa July and August heat flux 40°S–80°S</td>
<td>PW_sh</td>
<td>Slope of the regression fit</td>
</tr>
<tr>
<td><strong>4.3.5 PSC threshold temperatures</strong></td>
<td>Seasonally accumulated area at 50 hPa where temperatures are below 195 K (threshold for NAT clouds) &amp; below 188 K (threshold for ice clouds)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4.1b: As Table 4.1a but for climate variability on intra-seasonal to interannual time scales. Abbreviations: EOF=empirical orthogonal function; SAO=semi-annual oscillation; QBO=quasi-biennial oscillation.

<table>
<thead>
<tr>
<th>Phenomena Process</th>
<th>Diagnostic</th>
<th>Metric Name</th>
<th>Metric Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.4.1 Extra-tropical variability</td>
<td>Latitude &amp; amplitude of the maximum interannual standard deviation of the zonal-mean zonal wind in DJF poleward of 45°N &amp; in JJA from 30°S to 80°S</td>
<td>firsteval_nh</td>
<td>Amplitude of first EOF in the NH</td>
</tr>
<tr>
<td></td>
<td>Eigenvalue of the leading mode of variability of the 50 hPa zonal-mean zonal wind for the NH &amp; SH</td>
<td>firsteval_sh</td>
<td>Amplitude of first EOF in the SH</td>
</tr>
<tr>
<td></td>
<td>Fraction of the total variance explained by EOF1 &amp; EOF2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Regression patterns of first and second mode of variability of the 50 hPa zonal-mean zonal wind for the NH &amp; SH regions poleward of 45°</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.4.2 Tropical variability</td>
<td>Vertical profile of the interannual standard deviation of the zonal-mean zonal wind, 10°S – 10°N</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vertical profile of the amplitude of the annual cycle in the zonal-mean zonal wind, 10°S – 10°N</td>
<td>tann</td>
<td>Amplitude at 2 hPa</td>
</tr>
<tr>
<td></td>
<td>Vertical profile of the amplitude of the SAO in the zonal-mean zonal wind, 10°S – 10°N</td>
<td>sao</td>
<td>Amplitude at 1 hPa</td>
</tr>
<tr>
<td></td>
<td>Vertical profile of the amplitude of “QBO” in the zonal-mean zonal wind, 10°S – 10°N</td>
<td>qbo</td>
<td>Amplitude at 20 hPa</td>
</tr>
<tr>
<td>4.4.3 Stratospheric sudden warmings</td>
<td>Frequency per year of NH major stratospheric sudden warmings, defined using reversal of the zonal-mean zonal wind at 10 hPa, 60°N</td>
<td>SSW</td>
<td>Mean frequency at 10 hPa, 60°N</td>
</tr>
<tr>
<td></td>
<td>Monthly-distribution of NH major stratospheric sudden warmings</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.4.4 Final warming</td>
<td>Mean date of the NH &amp; SH final warmings defined using the criteria of Black and McDaniel (2007a, b)</td>
<td>final_nh</td>
<td>Mean date at 50 hPa, 60°N</td>
</tr>
<tr>
<td></td>
<td></td>
<td>final_sh</td>
<td>Mean date at 50 hPa, 70°S</td>
</tr>
</tbody>
</table>
of the troposphere *per se* is not considered in any detail. Nonetheless, the stratosphere can have a direct impact on the mean climate and variability of the troposphere, and this is considered in Chapter 10.

### 4.2 Evaluation data sets and analyses

Although the diagnostics in this chapter are varied in their scope and time scale, their common theme is that they consider stratospheric and tropospheric dynamics on long, climate-relevant time scales, and on large spatial scales. With this in mind, a short survey of the data sets available to validate the models is useful. Individual diagnostic studies will use the data set most appropriate to their needs. Where possible at least two different data sets will be used to validate each diagnostic, so that some indication of the level of agreement between the data sets, and uncertainty in the observations, can be ascertained.

A previous SPARC report undertook an extensive comparison of middle atmosphere climatologies derived from the different data sets (Randel *et al.*, 2004; SPARC, 2002). That report is used as a guide for determining biases in particular data sets. In addition to the data sets considered by Randel *et al.* (2004), a further reanalysis conducted by the Japanese Meteorological Agency (JRA-25) is now available and extends to 0.4 hPa. General conclusions from Randel *et al.* (2004) can be summarized as follows:

1. Reanalysis data sets with high model tops (ECMWF ERA-40 *et al.*, 2005) and Met Office (UKMO) Stratospheric Analyses (Swinbank and O’Neill, 1994) have the best overall performance in comparison to rocketsonde and lidar measurements.

2. Particular uncertainties occur in the lower stratosphere and near the stratopause, and more care should be taken here.

3. The Quasi-Biennial and Semi-Annual Oscillations (QBO and SAO) are poorly captured in many of the available data sets when compared to Singapore radiosonde data.

Aspects of stratospheric data sets not considered by Randel *et al.* (2004) include the variability on both daily and interannual time scales. A brief inter-comparison of this variability in five reanalysis data sets (ECMWF ERA-40, NCEP/NCAR reanalysis, Met Office operational analyses, JRA-25, and ERA-Interim) shows a remarkable agreement between the different data sets. This agreement suggests that choosing any of the five reanalysis data sets would be appropriate when validating variability in the models.

![Figure 4.1](image-url) **Figure 4.1:** Climatological mean temperature biases for 60°N–90°N (upper panels) and 60°S–90°S (lower panels) for the winter (left) and spring (right) seasons. The climatological means for the model REF-B1 simulations and NCEP data from 1980 to 1999, and for UKMO analyses from 1992 to 2001 are included. Biases are calculated relative to ERA-40 reanalyses for 1980–1999. The grey area shows a 95% confidence interval for the 20-year mean from the ERA-40 reanalyses based on a t-distribution.
4.3 Mean climatology

4.3.1 Zonal-mean temperatures and eastward wind

In this section the zonal-mean temperature and eastward wind climatologies from the REF-B1 simulations are compared to ERA-40 and NCEP reanalyses (Uppala et al., 2005; Kalnay et al., 1996), the UKMO stratospheric analyses (Swinbank and O’Neill, 1994) and the Randel et al. (2004) stratospheric climatology.

Firstly, two key diagnostics of the previous CCMVal-1 inter-comparison (Eyring et al., 2006) are reproduced for the new CCMVal-2 simulations. Figure 4.1 shows climatological temperature biases over the polar cap in winter and spring in the Northern (NH) and Southern (SH) Hemispheres. Eyring et al. (2006) highlighted the contrast between the upper and lower stratosphere in CCMVal-1. In the upper stratosphere in both hemispheres most models lie within the large range of temperatures shown in the different analyses, though there is also a very large spread between models. In the lower stratosphere, where the range of the analyses is much smaller, strong contrasts exist between the two hemispheres, with a clear cold bias for most of the models in the SH spring, and a more vertically confined cold bias between 300 and 100 hPa in the NH spring.

The results from the CCMVal-2 inter-comparison (Figure 4.1) are broadly similar to the previous Eyring et al. (2006) inter-comparison. The largest biases between models and observations occur in the SH spring in the lower stratosphere. For most models these biases are of the order of 5 K, though some models have biases of slightly more than 10 K. In CCMVal-1 typical biases were also around 5 K, but with two outliers with biases greater than 15 K in some places (Eyring et al., 2006). Both these outliers (E39CA and LMDZrepro) have reduced biases in the CCMVal-2 assessment. One new feature in the CCMVal-2 data set, in comparison to CCMVal-1, is the presence of three simulations (EMAC, UMUKCA-METO and UMUKCA-METO) with positive temperature biases between 30 and 300 hPa in the SH spring.

Figure 4.2 shows the descent of the climatological zero-wind line at 60°S (e.g., Scaife et al., 2002, Figure 7) in the models. Although this result is based on the monthly mean climatology with the transition date obtained by linear interpolation between months (assuming the monthly mean is valid for the 15th) Hardiman et al. (2010b) have shown that remarkably similar conclusions are obtained when the climatologies are constructed from daily data. Results from the CCMVal-1 and CCMVal-2 inter-comparisons are very similar, both showing a delayed or missing (below 10hPa) transition to westward winds in the zonal wind climatology in the SH spring. Eleven of the sixteen CCMVal-2 models analysed exhibited this delay, which is consistent with the spring-time temperature biases noted above. The date of the final warming is examined in more detail in Section 4.4.2. The large temperature biases in the lower stratosphere are strongly linked to the behaviour of ozone. Strong cold biases would tend to allow the ozone hole to persist for longer into the SH spring, and indeed the extended duration of the ozone hole is consistent with the stratospheric cooling trends seen in Chapter 10, Figure 10.12, which tend to persist well into the SH summer.

Further dynamical analysis of the basic stratospheric state in the REF-B1 simulations can be conducted by considering the structure of the zonal-mean zonal wind clima-
Instead of simply analysing the zonal wind biases of the models, two aspects of the zonal wind climatology are considered: the strength of the stratospheric or polar night jet and its latitudinal position. These two diagnostics are shown for the NH and SH winters in Figure 4.3. Very similar results are obtained for the REF-B2 simulations for the same period (not shown). Most of the models performed extremely well in these diagnostics. In the NH the jet is generally both well positioned and of the correct strength in almost all models with the exception of the CNRM-ACM, which has its jet positioned too close to the equator with too weak winds in the lower stratosphere, the CCSRNIES model, which has a very strong jet in the upper stratosphere, and the E39CA model, which has a too strong jet near its relatively low upper boundary (10 hPa). Although the NH jet in the ULAQ model seems quite accurate in terms of position and strength, its width is too large (not shown). In the SH winter, clear biases exist for the majority of models in the upper stratosphere. Almost all the models fail to capture the observed tilt of the jet toward the equator between 10 and 1 hPa, most producing a jet with an un-tilted profile. There is a large model spread in the strength of the mid-winter jet in the SH upper stratosphere. A large number of models produce jets which are too strong, while the CNRM-ACM and ULAQ model produce jets which are too weak. The ULAQ results also show a large misplacement of the SH jet in the upper troposphere/lower stratosphere.

Predicted trends in latitudinally averaged stratospheric temperatures are also compared between the models. Since many of the more complex diagnostics later in the chapter examine changes to key stratospheric process over the 21st century, it is necessary to establish the broad context to these changes by examining changes to the stratospheric mean state. While the annual-mean global-mean temperature trends were discussed in Chapter 3, this chapter focuses on the latitudinal and seasonally averaged temperature trends. The seasonal cycle of the SH temperature trends averaged over all CCMVal-2 models is discussed in Chapter 10. Figure 4.4 shows the trends for the three time
periods: 1980-1999, 2000-2049, and 2050-2099, for the regions 60°S-60°N (annual mean, first row), 60°N-90°N (December-January-February (DJF) mean, second row) and 60°S-90°S (September-October-November (SON) mean, third row). For the past, trends from both the REF-B1 (first column) and REF-B2 (second column) simulations are shown. However, due to the shorter time-period, there is a larger spread between the models for the past than for the future trends. The inter-model spread in past trends over the longer period (1960-2000, not shown) is comparable to the spread in the future trends.

For the global-mean trends, a stratospheric cooling (maximising in the upper stratosphere) occurred in all three time-periods, consistent with radiative changes due to increasing greenhouse gas (GHG) amounts. For the past, relatively large cooling trends were found in the lower stratosphere due to ozone depletion (see Chapter 3). The first row of Figure 4.4 shows that the 60°S-60°N annual mean temperature trends are very similar to the global temperature trends (c.f., Figures 4.4 and 3.4), except that the lower stratospheric cooling is smaller due to the smaller ozone depletion in this region which excludes the poles. For the past, the lower stratospheric cooling in the CNRM-ACM is a factor of four larger than the multi-model mean (in REF-B1, but not REF-B2), whereas the UMKUKA-METO shows a small warming in the lower stratosphere. There is a small spread in the model trends for the future.

The second row of Figure 4.4 shows the wintertime stratospheric temperature trends averaged over 60°N-90°N. In the lower and middle stratosphere, models on average show no significant long-term changes in the wintertime temperatures, in contrast to the small cooling that was found in the near-global, annual mean temperatures (top row of Figure 4.4). This indicates that the radiative cooling due to increasing GHG amounts is largely counterbalanced by dynamical heating resulting from stronger adiabatic compression (see Section 4.3.3). For the future, the ULAQ model shows lower stratospheric cooling that is inconsistent with the other models, whereas the UMKUKA-UCAM shows a larger than average lower stratospheric warming.

Figure 4.4: Temperature trends from 1980 to 1999 (first column for REF-B1 simulations, second column for REF-B2 simulations), from 2000 to 2049 (third column, REF-B2 simulation) and from 2050 to 2099 (fourth column, REF-B2 simulations). Top row: annual mean 60°S-60°N; middle row: December-January-February mean 60°N-90°N; lower row September-October-November mean 60°S-90°S.
trend. Temperature trends in NH spring (not shown) are similar to those in winter, except for the past when the models, on average, show small cooling trends, presumably related to the extra radiative cooling due to stratospheric ozone depletion, and possibly the absence of dynamical heating.

The last row of Figure 4.4 shows SON mean temperature trends over 60°S−90°S. Temperature trends in this region and season are clearly affected by ozone depletion in the past (1980−1999), resulting in lower stratospheric cooling, while the slower ozone recovery between 2000−2050, results in a small warming of the lower stratosphere in many of the models. Interestingly, the past cooling trends tend to be larger in the REF-B1 than in the REF-B2 simulations, reflecting the effects of different surface boundary conditions. For the past, the CCSR-NIES REF-B1 and the CAM3.5 REF-B2 simulations do not show the lower stratospheric cooling. Trends in the second part of the 21st century are generally in line with the global-mean trends and are dominated by changes in GHG amounts with ozone changes having only a small impact in this period.

To summarize, the model climatological temperature biases are generally small (< 5 K) apart from in the SH lower stratosphere in spring. In addition, the structure of the polar night jets is well simulated by the models with the exception of the equator-ward tilt in the SH upper stratosphere. A recurring problem from previous generations of the models is the delay in the spring-time break-down of the southern polar vortex and concomitant cold bias in the Antarctica lower stratosphere. Models predict consistent trends in the SH polar temperatures with opposite trends during the periods of strong ozone depletion (1980−1999) and ozone recovery (2000−2049). In the NH lower and middle polar stratosphere, models show no significant long-term change to the mean winter-time temperature.

### 4.3.2 Stationary waves / zonal asymmetries

The stationary wave field, i.e., the time mean zonally asymmetric part of the circulation, is a key dynamical quantity that contributes significantly to the flux of wave activity (“EP-Flux” - see Andrews et al., 1987, Chapter 3) from the troposphere to the stratosphere and to the driving of the Brewer-Dobson circulation. The stationary wave field can be used to characterize the vertical and meridional structure of zonal asymmetries, the shape and position of the polar vortex, and long-term trends in the zonally asymmetric flow. The climatological stationary wave field, i.e., the zonally asymmetric part of the climatological

![Figure 4.5: Latitudinal location and value of the maximum amplitude of the stationary wave field for the NH DJF climatology (left), and for the SH SON climatology (right). Data are based on climatological means for the models, ERA-40 and NCEP data from 1980 to 1999. Cubic spline interpolation is used to determine the latitude of the maximum and its value from the gridded data. The black dashed interpolation is the mean of all the model curves.](image-url)
mean circulation, is observed to have a well-defined maximum in latitude at each altitude in the extra-tropical troposphere and stratosphere. Figure 4.5 shows the simulated (REF-B1) and observed maximum amplitude in latitude of the climatological stationary wave in geopotential, and the latitudinal location of this maximum for the NH in DJF and the SH in SON. The latitudinal location of the maximum is generally well simulated by all the models, with the exception of the ULAQ model, in both hemispheres. The main biases that are robust between the REF-B1 and REF-B2 simulations (not shown) include an equator-ward bias in the upper troposphere for many of the models, a group of models with a poleward bias throughout the stratosphere, and a group of models with an equator-ward bias in the lower stratosphere. These groupings do not involve the same models for the two hemispheres, indicating that the biases are occurring for distinct reasons in each case. The models have more difficulty in simulating the observed stationary wave amplitude, with a tendency for the waves to be too weak in the NH winter and for the amplitudes to be very variable among the models in the SH spring. A systematic bias in the NH winter extends throughout the year, as seen in Figure 4.6, which shows the seasonal cycle of the climatological stationary wave amplitude at 10 hPa; the simulated NH stratospheric stationary waves are typically weak and have a relatively weak seasonal cycle. Figure 4.6 also shows that the amplitude and seasonal cycle of this quantity in the SH is too large and reaches its maximum amplitude too early for many of the models; differences in the seasonal timing account for the large spread in the simulations in Figure 4.5. For many of the models, the maximum NH stationary wave amplitude is weaker than the maximum SH stationary wave amplitude, in qualitative contrast to the observations. The bias toward small stationary wave amplitudes in the NH winter are consistent with the negative bias in the heat flux at 100 hPa in January (Section 4.3.4, Figure 4.12), probably because the climatological stationary wave contributes significantly to the NH heat flux (as in observations); this suggests that the NH heat flux errors are at least partially linked to problems with the stationary wave amplitude. In the SH in July, the climatological stationary wave contributes less to the SH heat flux, and this probably explains why the stationary-wave to heat-flux connection is not as straightforward: the stationary wave amplitudes are biased large (Figure 4.6) but the heat fluxes vary widely among the models (Figure 4.12).

The structure of the polar vortex is reflected in the stratospheric stationary wave field when decomposed into its dominant wave-1 component, which describes the location of the centre of the vortex relative to the pole, and its weaker wave-2 component, which describes the orientation and distortion of the vortex. Figures 4.7a, b show in polar coordinates the amplitude and phase of these components for the 50°-70° latitude climatological stationary wave at 10 hPa, for DJF in the NH and SON in the SH (the wave-2 amplitude is multiplied by a factor of four for graphical display). The amplitude biases in the figure are consistent with Figures 4.5 and 4.6. In the observations, the NH wave-1 component leads to a polar vortex centred off the pole between 0 and 30°E. Most of the models simulate this, although the UMSLIMCAT rotates the structure, and hence the polar vortex, significantly to the west, and the ULAQ simulation is almost 180° out of phase with the observations. The SH wave-1 component is more poorly simulated, corresponding to the fact that the orientation of the Antarctic polar vortex varies significantly among the models. For the NH and SH, the wave-2 component is more variable among the models, and exhibits significant differences between the REF-B1 and REF-B2 simulations (not shown). The ratio of the wave-2 to wave-1 amplitudes, which is one measure of the distortion of the vortex from a simple shifting off the pole, is shown in Figures 4.7c, d, and in the observations is about 25% in the NH and 10%

**Figure 4.6:** Seasonal variation of the maximum amplitude of the NH (left) and SH (right) 10 hPa climatological stationary wave. Data are based on climatological means for the model REF-B1 simulations, ERA-40 and NCEP data from 1980 to 1999. Cubic spline interpolation is used to determine the maximum value, as in Figure 4.5. The black dashed curve is the mean of all the model curves.
in the SH. This ratio is generally well simulated in the NH, with a moderate bias towards small values, but is generally overestimated in the SH (the small value of the ratio in the WACCM simulation is found to increase from REF-B1 to REF-B2), suggesting that the SH vortex in the models is unrealistically distorted from circularity.

The seasonal stationary wave field is the zonally asymmetric part of the circulation for a given season and year. Trends derived from the interannual variations in this field in the period 1980-1999 of the REF-B2 simulations showed that there was no significant trend in the latitudinal location of the maximum amplitude in the NH in DJF and the SH in SON.

In the period after 2000, very few of the models project significant trends in this statistic with no significant trend in the multi-model mean. An absence of observed and simulated trends also holds for the amplitude of the NH DJF wave. However, Figure 4.8, shows that there is an observed significant trend in the maximum amplitude of the seasonal SH SON wave in the period 1980-1999, and that almost all models simulate trends of the same sign, although the simulated trends are generally statistically insignificant, as is the trend for the multi-model mean. Nevertheless there is a consistency between the simulations and observations suggesting that the changes to the stationary wave field in the SH are caused by ozone depletion via two independent, but not mutually exclusive, mechanisms. The change in the stationary wave could be a direct response to zonally asymmetric trends in the SH ozone depletion (Crook et al., 2009); for this mechanism, a strengthening of a displaced Antarctic vortex associated with photochemical ozone loss within the vortex would enhance the stationary wave field. This effect would reverse under ozone recovery and in all the models the positive
trend in Figure 4.8 weakens or switches sign from 1980-1999 to 2050-2099; though again, few of these trends are statistically significant. Alternatively, the impact of ozone depletion on the zonal-mean stratospheric circulation, which could also reverse as ozone recovers, could indirectly affect planetary wave properties via linear planetary wave dynamics.

To summarize, the models simulate the meridional and zonal location of the stationary wave field, but exhibit a bias towards weak amplitudes in the NH and a seasonal cycle that reaches its maximum too early and at too large a value in the SH. The stationary wave analysis shows that the orientation and shape of the stratospheric polar vortex is generally well captured by the models. Finally, few significant trends in the seasonal stationary wave field are found, apart from a trend towards stronger zonal asymmetry in the SH, which would be associated with either, or both of, the zonally symmetric and zonally asymmetric features of ozone radiative forcing.

4.3.3 Brewer-Dobson circulation / tropical upwelling

The Brewer-Dobson circulation plays an important role in transporting chemical species into and within the stratosphere, and also in determining the thermal structure of the stratosphere through adiabatic warming or cooling. A useful proxy for the Brewer-Dobson circulation in the models is the Transformed Eulerian Mean (TEM) residual velocity ($\bar{v}^*, \bar{w}^*$) (Hardiman et al., 2010a, Equations 22 and 23). In particular the residual vertical velocity, $\bar{w}^*$, just above the tropical tropopause can be used to deduce the mass flux entering the stratosphere and thereby provide a measure of the overall strength of the overturning meridional mass circulation in the model stratospheres (Butchart and Scaife, 2001). The rate of tropical upwelling also gives a good indication of the mean age of stratospheric air — the time elapsed since a stratospheric parcel of air was last in contact with the troposphere (Austin and Li, 2006; Butchart et al., 2010; also see Chapter 5).

In the REF-B1 simulations at 70 hPa there is good agreement between nine out of the fourteen models in the climatological residual vertical velocities, $\bar{w}^*$, between

![Figure 4.8: Trends in the amplitude of the seasonal-mean stationary wave for the periods 1980-1999, 2000-2049, and 2050-2099 in the REF-B2 simulations. Data are based on seasonal means for the models, ERA-40 (shaded) and NCEP data from 1980 to 1999. The linear trend is calculated using least square estimates, and the t-distribution is used to test the two-sided hypothesis that the true trend is within the estimated trend plus or minus an uncertainty for a given significance level (p = 0.05 here). The multi-model mean trend is simply the average of the trends of individual models, where its thin error bar indicates the inter-model spread (twice of the standard deviation of the trends of all models) and its thick error bar in deep grey represents the uncertainty due to the confidence intervals of individual models.](image-url)
40°S and 40°N (Figure 4.9a). As found by Butchart et al. (2006, Figure 2) for a different multi-model ensemble, the latitudinal distributions of the model residual vertical velocities are remarkably similar to that derived from the UKMO analyses (Figure 4.9a). All the models apart from the SOCOL model have the characteristic local minimum in $\bar{w}^*$ at the equator with local maximum 15°-20° either side of this. Although $\bar{w}^*$ is notoriously difficult to derive from reanalysis data, these basic features were also present in the residual vertical velocities derived from ERA-40 for 1994-2002 (Randel and Wu, personal communication, 2009) hence it is possible to have some confidence that the models are behaving at least qualitatively correctly. The NiwaSOCOL model has too strong upwelling in the tropics, and the CNRM-ACM and E39CA model have downwelling there. An apparent deficiency in all the simulation occurs in the SH subtropics where the annual mean upward residual velocities ($\bar{w}^* > 0.0$) extend 10°-15° further poleward than in the UKMO analyses, though there is rather good agreement (little spread) between the models at these latitudes. There is also too little upwelling in the models between 10°N and 20°N. In general model residual vertical velocities are more symmetric across the equator than those derived from the UKMO analyses (or ERA-40 — not shown).

Similar features are seen in the REF-B2 simulations (not shown), though the SOCOL results are now in better agreement with the UKMO analyses. For the multi-model mean, there is more upwelling equator-ward of ~13° and less poleward of ~13° (up to the turn-around latitudes) in the REF-B2 simulations compared to the REF-B1 simulations, but on average the total tropical upwelling is the same in both sets of simulations to within 1%.

When the seasonal movement of the tropical upwelling region toward the summer hemisphere is taken into account all the models with the exception of the NiwaSOCOL, SOCOL and ULAQ models correctly reproduce, with respect to the UKMO analyses, the locations

![Figure 4.9](image-url)
of the “turn-around latitudes” where \( \bar{w}^* \) is zero (i.e., the latitudes where the tropical upwelling changes to extratropical downwelling — Figure 4.9b). The annual cycle in the integrated upward mass flux between these turn-around latitudes was also generally well reproduced, though again the SOCOL and ULAQ models did not perform as well as the other models (Figure 4.9c). In the REF-B2 simulations, the turn-around latitudes are, on average, the same as in the REF-B1 simulations to within 0.5°. The multi-model mean upwelling at 70 hPa is 0.1-0.2 mm/s greater in DJF and SON and 0.1-0.2 mm/s less in March-April-May (MAM) and June-July-August (JJA) than that for REF-B1, though the annual mean upwelling is the same in both sets of simulations to within 1%.

On average the annual-mean tropical upwelling mass fluxes in the REF-B1 simulations, calculated between the turn-around latitudes at 70 hPa and following the seasonal movement of those latitudes, agrees with the mass fluxes derived from the UKMO analysis (Figure 4.10a, black bars). The standard error in the multi-model mean is less than the interannual variability in the analysed mass fluxes (not shown). The contributions of resolved and parameterised wave drag in driving this upward mass flux can be estimated using the Haynes et al. (1991) Downward Control Principle (e.g., Butchart et al., 2010). These contributions are shown by the grey bars in Figure 4.10a. With the exception of the UMUKCA-METO there is a significant contribution from the parameterised orographic gravity wave drag (OGWD) (for those models that supplied OGWD data), which on average accounts for 21.1% of the driving of the upwelling at 70 hPa decreasing to 4.7% at 10 hPa (Figure 4.10b). At 70 hPa the resolved waves accounted for 70.7% (71.6% at 10 hPa) and non-orographic gravity wave drag (NOGWD) 7.1% (10.9% at 10 hPa) of the driving again averaged over those models which provided these diagnostics. In general, however, there was a wide spread between the models in the contributions from the wave drags. At 70 hPa, the contributions from the resolved waves ranged from 31.4 % (ULAQ) to 102.1% (UMUKCA-METO), while the range for OGWD and NOGWD was 2.0 (UMUKCA-METO) to 40.9% (CCSRNIES) and -3.4 (CMAM) to 16.8% (SOCOL), respectively. It is also worth noting that the models generally overestimate the 100 hPa heat flux (~vertical component of the EP-Flux) between 20°S and 40°S (Section 4.3.4, Figure 4.12), which includes the southern latitude (i.e., the turn-around latitude, c.f.,
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Figure 4.9b) at which the downward control integral is performed, though it is unclear what impact this would have on the upwelling estimated from the EP-flux divergence.

Similar results were obtained for the REF-B2 simulations (not shown) with the multi-model mean upwelling within 3% of that in the REF-B1 simulations. The largest differences occurred for the CNRM-ACM which had over 15% less upwelling for the REF-B2 than for the REF-B1 simulation.

In REF-B1 simulation, the ratio of the upwelling (as calculated from \( \vec{w}_* \)) at 10 hPa to that at 70 hPa (weighted by the multi-model means) gives some indication of the relative leakiness of the tropical pipe in the lower stratosphere with respect to the multi-model mean (Neu and Plumb, 1999; see also Chapter 5, Section 5.2.1.2). This ratio is shown in Figure 4.10b (see figure caption for details). The UMUKCA and GEOSCCM simulations show too little upwelling at 70 hPa and too much upwelling at 10 hPa, with the ratio of upwelling at 10 hPa to that at 70 hPa being around 115% of that of the multi-model average. Conversely, the CCSRNIES model, and the CMAM show too much upwelling at 70 hPa and too little upwelling at 10 hPa, with a ratio of 90% or less of that of the multi-model average.

For all the models the annual mean upward mass flux at 70 hPa increased from the start (1960) to the end of the REF-B2 simulations (see Figure 4.11). On average the trend in the upward mass flux was about 2% per decade (Figure 4.11b, c, d) with the largest trends occurring in JJA (not shown). With the exception of the SOCOL model, interannual variability in the annual mean upward mass flux is less than the multi-model spread (Figure 4.11a). For the end of the 20th century (1980-1999) the trends predicted by the REF-B2 simulations (Figure 4.11) were very similar to those for the REF-B1 simulations (not shown). The largest difference was found for the CCSRNIES model, which had
a negative trend from the resolved waves in the REF-B2 simulation but not for the REF-B1 simulation. The multi-model mean trend for the period 1980-1999, was 2% per decade for REF-B2, and 2.3% per decade for REF-B1. It should also be noted that the partitioning of the downward control estimate of the trends into resolved and parameterised drag contributions (grey bars in Figure 4.11b, c, d) is rather sensitive to the calculation of the location of the turn-around latitudes (McLandress and Shepherd, personal communication, 2009). This sensitivity results from the strong latitudinal dependence of the OGWD in the NH subtropics (i.e., near the turn-around latitudes) and will most likely impact the calculations for models with a coarse horizontal resolution.

To summarize, the strength of tropical upwelling and position of the turn-around latitudes are well represented in general, but in all models the annual mean upwelling in the SH extends 10°-15° further poleward than in the analysis, and there is too little upwelling between 10°N and 20°N. Tropical upwelling at 70 hPa is within observational uncertainty whilst at 10 hPa there is slightly too much upwelling. There is disagreement across models as to the relative contributions from resolved waves and parameterised gravity waves to driving this upwelling, through apart from one model there was a significant contribution from orographic gravity wave drag at 70 hPa. The strength of tropical upwelling, and thus the Brewer-Dobson circulation is projected to increase throughout the 21st century by

**Figure 4.12:** Monthly mean climatology of the eddy meridional heat flux at 100 hPa for the months of January and July, 1980-1999. Data from ERA-40 reanalysis is shown in the black line. Grey shading shows the 95% uncertainty estimate for the 20-year mean of the ERA-40 based on a t-distribution. Where ensemble simulations are available, the climatology is derived by taking the mean across all ensemble members.
around 2% per decade.

### 4.3.4 Heat flux / heat flux-temperature correlations

In this section the climatology of the eddy meridional heat flux at 100 hPa and the relationship between year-to-year variability of this quantity and spring-time polar cap temperatures is assessed. The meridional heat flux is the zonal-mean of the product of the eddy components of temperature and meridional wind. For studies of stratospheric dynamics, it is a useful proxy for the vertical component of the EP-flux (see Andrews et al., 1987) due to planetary-scale Rossby waves. Newman et al. (2001) noted the strong correlation between the eddy meridional heat flux at 100 hPa, averaged over a band between 40°N-80°N during January and February, and the subsequent temperature of the polar cap at 50 hPa in February and March. A simple linear fit to a scatter plot of 100 hPa heat flux and 50 hPa polar temperature provides information about the way in which the polar stratosphere responds to anomalous tropospheric wave activity propagating into the stratosphere.

Figure 4.12 shows the monthly mean climatological heat flux for mid-winter in the NH and SH in the REF-B1 simulations. In the NH, most models reproduce the latitudinal distribution of the mid-winter heat flux climatology well, with a strong peak located around 55°N. However, in many of the models, including all those in the top left panel, the maximum heat flux is substantially smaller than that seen in the ERA-40 reanalysis data, with peak values well outside the estimated 95% confidence interval for the reanalysis data. The ULAQ model has a particularly low heat flux maximum. In the top right panel, most of the models perform well in simulating the heat flux climatology, although the LMDZrepro model and UMUKCA-METO have peak values larger than in the ERA-40 reanalysis.

In contrast in the SH, the climatological heat flux tends to be close to or slightly larger than that derived from the ERA-40 reanalysis. There are also some significant differences in the structure of the mid-winter heat flux climatology between the models and the reanalysis. In particular, models seem to over-estimiate the heat flux in the region between 20°S and 40°S associated with the subtropical jet. This is a particular problem in the ULAQ model which also mis-positions and under-estimates the strength of the main region of large negative meridional heat flux centred around 60°S.

Linear trends in meridional heat flux in the three periods 1980-1999, 2000-2049 and 2050-2099 of the REF-B2 simulations are shown in Figure 4.13. For this calculation, the mean heat flux between 40°N/S and 80°N/S during the northern and southern mid-winter is considered. Although there is a great deal of variability between models in each period, overall there is little sign of a consistent trend in the mid-winter heat flux in any of the three periods in either hemisphere. The only period with a statistically significant trend in the multi-model mean heat flux is the period 2050-2099 in the NH. However, sensitivity tests of the multi-model mean show that if either the strong negative trends present in the ULAQ model or the UMUKCA-METO are removed, the multi-model trend is no longer significant. This indicates the multi-model trend should be treated with caution, particularly since the UMUKCA-METO REF-B2 simulation ends in the mid-2080s. Similar analyses were also performed for the REF-B1 simulations and for heat flux trends in the meteorological spring, but neither produced significant, consistent trends in the multi-model average.

Finally, the response of stratospheric temperatures to variations in heat flux is considered. This analysis follows directly from the work of Newman et al. (2001) and was reproduced by the CCMVal-1 inter-comparison (Eyring et al., 2006). Here, to provide a more succinct way of comparing different models, only the parameters of the linear fits to the scatter plots of 100 hPa heat flux vs. 50 hPa temperatures are presented. Figure 4.14 shows these for the REF-B1 simulations. The slope and intercept of the regression lines diagnose different properties of the model stratosphere. The intercept of the regression line (x-axis) gives an indication of the temperature that the polar cap would have if no resolved wave-driving were present. The slope of the regression line (y-axis) gives an indication of the strength of the stratospheric temperature response to a unit amount of resolved tropospheric wave-driving.

In the NH, almost all of the models produce linear fit parameters within the sampling uncertainty of the linear fit parameters in the ERA-40 reanalysis. Only the UMSLIMCAT and UMUKCA-UCAM, which has a significantly large stratospheric temperature response to the 100 hPa heat flux, are outliers in this diagnostic. It is interesting however, that the 95% confidence limits for the two UMUKCA simulations (UMUKCA-UCAM and UMUKCA-METO) overlap, and the UMUKCA-METO has linear fit parameters that are not significantly different from the ERA-40 reanalysis. In general in the NH, the cluster of model points is shifted toward the upper left quadrant of the plot, indicating a tendency toward lower polar temperatures and an enhanced response of the lower stratosphere to tropospheric wave-driving. The tendency towards a cold bias in the lower stratosphere during spring is consistent with previous model assessments (e.g., Eyring et al., 2006) and with Figure 4.1.
to tropospheric wave-driving, the CMAM, which displays a cold bias, and the GEOSCCM, which displays a warm bias. As an aside, it is important to remember that in this analysis (in both the NH and SH), results from the CMAM are from a three member ensemble average while many of the other models supplied only one realization, which can be observed from the relatively small error bars for the CMAM fit parameters in Figure 4.14.

In contrast, the CNRM-ACM has very large error bars on its fit parameters because only 10 years of heat flux data were supplied by this model. Given the difference in the amount of data considered it is therefore easier to distin-

**Figure 4.13:** Linear trends in the mean meridional heat flux averaged between 40°N/S and 80°N/S for the winter seasons. Top panel shows trends for the January heat flux in the NH. Each section shows trends for a different time period, 1980-1999 in the leftmost panel, 2000-2049 in the middle panel and 2050-2099 in the right panel. Each model is represented by its mean trend shown by a dot and an estimate of the 95% confidence estimate on the trend, shown by plotting two standard errors either side of the mean estimate. In the 1980-1999 panel, trends and confidence limits for the ERA-40 reanalysis are shown by the solid black line and grey shading. In each panel, a multi-model mean estimate is given. The multi-model mean is calculated by weighting each model’s trend by its uncertainty. The bottom panel shows the same information for the trends in the SH in July.
To summarize, the models reproduce the observed connection between lower stratospheric heat flux and temperature reasonably well in both the NH and SH, and the generally good performance of models in this diagnostic is consistent with the previous CCMVal-1 generation of models (Eyring et al., 2006). In Chapter 8 the relationship between heat flux and the seasonal ozone gain/loss is diagnosed in more detail and shows larger spread between models than is evident from the heat flux vs. temperature correlations diagnosed here, because of the additional model spread introduced by the chemistry and transport.

4.3.5 Polar stratospheric cloud threshold temperatures

Changes in stratospheric temperatures are expected to have a large impact on polar ozone loss through their influence on the formation and occurrences of polar stratospheric clouds (PSCs). Polar stratospheric cloud formation is related to both the mean climatological structure of the polar vortex and its variability. To broadly assess the ability of models to reproduce mean conditions suitable for the formation of nitric acid trihydrate (NAT) and ice PSCs, the accumulated area where temperatures are below the appropriate thresholds (195 K for NAT and 188 K for ice) are calculated. Although these diagnostics provide a useful estimate of the potential for PSC formation they do not take into account microphysical factors which are considered in more detail in Chapter 6. However, the simple diagnostics based on accumulated areas as described here are used in Chapter 9 when assessing the amounts of polar ozone depletion in the models (Section 9.5.4).

Following Pawson et al. (1999) and Austin et al. (2003), the potential for PSC formation in the models and ERA-40 reanalysis is estimated by calculating, each day, the percentage of the horizontal area of the hemisphere where the 50 hPa temperatures poleward of 50° are below the NAT and ice PSC formation thresholds. These daily percentage areas are then accumulated over the course of the winter and spring (92 days from July to September in the SH; and 90 days from December to February in the NH) to provide, for that year, an estimate of the total amount of NAT (\( \bar{A}_{\text{NAT}} \)) and ice (\( \bar{A}_{\text{ice}} \)) PSCs in units of %-days.

The climatological mean \( \bar{A}_{\text{NAT}} \) and \( \bar{A}_{\text{ice}} \) for the REF-B1 simulations for 1980-1999 are shown in Figure 4.15. The linear trends for the same period are shown in Figure 4.16, though there is considerable uncertainty in the trend estimates due to the large interannual variability in \( \bar{A}_{\text{NAT}} \) and \( \bar{A}_{\text{ice}} \), particularly in the Arctic. In the Antarctic, the multi-model mean \( \bar{A}_{\text{ice}} \) (grey bars) agrees well with the ERA-40 estimate, but the multi-model mean \( \bar{A}_{\text{NAT}} \) is significantly smaller than the ERA-40 estimate over the same
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Figure 4.15: Mean (1980-1999) for the Antarctic (left) and the Arctic (right) of the seasonally accumulated area at 50 hPa where daily temperatures are below 195 K (approximate threshold temperature for NAT formation, top panels) and below 188 K (approximate threshold temperature for ice formation, bottom panels) for REF-B1 (first column) and REF-B2 (second column) simulations. The dashed black line is for the ERA-40 reanalysis (1980-1999). The units are the percentage of the hemisphere where the daily temperature is below the threshold multiplied by the duration in days.

Figure 4.16: Linear trend (1980-1999) for the Antarctic (left) and the Arctic (right) of the seasonally accumulated area at 50 hPa where daily temperatures are below 195 K (approximate threshold temperature for NAT formation, top panels) and below 188 K (approximate threshold temperature for ice formation, bottom panels) for REF-B1 simulations. The dashed black line is the trend for the ERA-40 reanalysis (1980-1999).
Figure 4.17: Linear trend (1980-1999, first column; 2000-2049, second column; 2050-2099 third column) for the Antarctic (left) and the Arctic (right) of the seasonally accumulated area at 50 hPa where daily temperatures are below 195 K (approximate threshold temperature for NAT formation, top panels) and below 188 K (approximate threshold temperature for ice formation, bottom panels) for the REF-B2 simulations. The dashed black line is the trend for the ERA-40 reanalysis (1980-1999).

There is a large spread among the models, with the UMUKCA-METO and the GEOSCCM being particular outliers with low values of both $\hat{A}_{\text{NAT}}$ and $\hat{A}_{\text{Ice}}$ (consistent with the warm bias at this height in both models — see Figure 4.1). The majority of the models simulate an increase in $\hat{A}_{\text{NAT}}$ and $\hat{A}_{\text{ice}}$ throughout the time period (Figure 4.16) leading to a positive trend of 2.5 and 2 %-days per year respectively, for the multi-model mean. In the case of $\hat{A}_{\text{NAT}}$, this is close to the trend estimate from ERA-40, but for $\hat{A}_{\text{Ice}}$ is significantly smaller than the ERA-40 trend. Again there is a large model spread in the trends with some models indicating zero or small negative trends over the 1980-1999 period, and others simulating large positive trends.

In the Arctic there are large differences among the simulations in both the climatological mean values (Figure 4.15) of $\hat{A}_{\text{NAT}}$ and $\hat{A}_{\text{Ice}}$ and the trends (Figure 4.16) for the period 1980-1999. In general, the models simulate lower values of $\hat{A}_{\text{NAT}}$ and $\hat{A}_{\text{ice}}$ than those derived from the ERA-40 reanalysis with the exception of the MRI and ULAQ models, which both have large cold biases in the NH winter (see Figure 4.1). Although the multi-model mean estimate of $\hat{A}_{\text{Ice}}$ is not significantly different from the ERA-40 reanalysis, there is large uncertainty in the ERA-40 estimate because of the large NH variability, and the multi-model mean estimate is dominated by the two significant outliers (MRI and ULAQ) with above average $\hat{A}_{\text{Ice}}$. The Arctic multi-model mean trend reflects almost no trend in $\hat{A}_{\text{NAT}}$, whereas for $\hat{A}_{\text{Ice}}$, a positive trend is simulated by all the models.

Trends in PSC quantities are hard to derive from global assimilation data and estimates of $\hat{A}_{\text{NAT}}$ and $\hat{A}_{\text{Ice}}$ can be quite different depending on the analysis or reanalysis data sets used (e.g., Manney et al., 2003, 2005a, b; Austin and Wilson, 2009). Therefore, those based on the ERA-40 reanalyses have to be interpreted cautiously. The ERA-40 reanalyses also show unrealistic vertical temperature oscillations in the Antarctic lower stratosphere in recent years, affecting PSC area calculations (Manney et al., 2005a, b). In the Arctic, such behaviour is much less pronounced, and limited to the upper stratosphere and the last few years of the ERA-40 time series. For Arctic winters, ERA-40 temperatures also have a cold bias compared to Freie Universität Berlin data, which are able to capture the temperature extremes relevant for the PSC derived quantities (Manney et al., 2005a, b). Nonetheless, the time evolution and the positive trend between 1980 and 1999 for $\hat{A}_{\text{NAT}}$ at 50 hPa exist in both observational data sets (Manney et al., 2005a). Trends in $\hat{A}_{\text{NAT}}$ and $\hat{A}_{\text{Ice}}$ for the REF-B2 simulations are shown in Figure 4.17. The trends for the period 1980-1999 can be compared with the corresponding trends in the REF-B1 simulations shown in Figure 4.16. With the
exception of the CCSRNIES model, all the other models which provided output from the REF-B2 simulations show an increase in Antarctic $\bar{\Delta}N_{\text{AT}}$ and $\bar{\Delta}N_{\text{k}}$ over the period 1980-1999. A positive, statistically significant trend of $\bar{\Delta}N_{\text{AT}}$ of 2.5 %-days per year is simulated for the multi-model mean. This positive trend has a similar size to the trend calculated from the ERA-40 reanalysis, however the trend in the ERA-40 data is not significant at 95% confidence using a standard t-test for the regression slope. For the period 2000-2049, all the models project a smaller positive or slightly negative trend in $\bar{\Delta}N_{\text{AT}}$ and $\bar{\Delta}N_{\text{k}}$; these trends are statistically significant only for the SOCOL model and the UMSLIMCAT. In the following 50 years (2050-2099) all models, except for the CCSRNIES model and UMKUKA-METO, simulate a positive trend for Antarctic $\bar{\Delta}N_{\text{AT}}$ and $\bar{\Delta}N_{\text{k}}$, leading to a multi-model mean trend for both quantities of 2 %-days per year with 95% significance. These trends are smaller than the observed trend in 1980-1999. The change in magnitude and sign of the trend for the different time periods is consistent with the radiative effects of simulated ozone depletion between 1980 and 1999 and slower ozone recovery in the 21st century (see Chapter 9), in addition to continued cooling of the stratosphere due to the prescribed increases in GHG amounts (Section 4.3.1; Eyring et al., 2007; Butchart et al., 2010).

In the Arctic there are large differences among the models in the trends in $\bar{\Delta}N_{\text{AT}}$ and $\bar{\Delta}N_{\text{k}}$ obtained from the REF-B2 simulations. Over the period 1980-2099 only a few of the REF-B2 simulations show an increase in $\bar{\Delta}N_{\text{AT}}$ and $\bar{\Delta}N_{\text{k}}$, reflecting the role of interannual variability in influencing temperatures over the polar cap during Arctic winters (see Section 4.4). During the period 2050-2099, the CMAM, GEOSCCM, SOCOL and UMKUKA-METO time series show a decrease in $\bar{\Delta}N_{\text{AT}}$ whereas the CCSRNIES and ULAQ models simulate an increase, leading to a non-significant positive trend of 1 %-days per year in the multi-model mean. All of the models simulate a decrease in the magnitude of the trend in $\bar{\Delta}N_{\text{AT}}$ from 1980-1999 to 2050-2099. In contrast, most models show an increase in the magnitude of the trend in $\bar{\Delta}N_{\text{AT}}$ from 2000-2049 to 2050-2099. Trends in Arctic $\bar{\Delta}N_{\text{k}}$ are very small in most models, with only those with large cold biases (ULAQ and MRI) showing a significant trend over the period 2000-2099.

To summarize, the multi-model mean predicts a significant increase in $\bar{\Delta}N_{\text{AT}}$ and $\bar{\Delta}N_{\text{k}}$ for the Antarctic and no significant changes for the Arctic during the 1980-2099 period. On average in the Antarctic, the models show greater agreement in their climatological estimates of $\bar{\Delta}N_{\text{AT}}$ and $\bar{\Delta}N_{\text{k}}$ and their estimates of trends from 1980-1999. This gives confidence in model future projection for the SH. There is little agreement between the models concerning future Arctic amounts of $\bar{\Delta}N_{\text{AT}}$ and $\bar{\Delta}N_{\text{k}}$. This is almost certainly related to the large spread in climatological accumulated PSC amounts between the models. Much of this spread in the model ensemble is likely related to the differences in variability between the models (see Section 4.4) which has a strong influence on both the mean temperature climatology and year-to-year variability which is important for $\bar{\Delta}N_{\text{AT}}$ and $\bar{\Delta}N_{\text{k}}$.

4.4 Variability

4.4.1 Extra-tropical variability of the zonal-mean zonal wind

A realistic simulation of the winter-time extra-tropical stratospheric circulation indicates a more realistic description of dynamical troposphere-stratosphere coupling with implications for chemistry-climate interactions. The variability of the winter-time extra-tropical stratospheric circulation is mainly characterized by variations in the strength and location of the polar night jet. As with the climatological zonal-mean state (Section 4.3.1), the zonal wind variability is first assessed in terms of the strength and latitude of the maximum interannual standard deviation in the zonal-mean zonal wind. Results for the extra-tropical regions (see Section 4.4.2 for tropical variability), 45°N-90°N for the boreal winter, and 30°S-80°S for the austral winter are shown in Figure 4.18. Most models do not simulate the variability as well as they do the mean climatology. For the NH, the reanalyses show maximum variability close to the climatological mean jet maximum. All the models fail to capture the equator-ward tilt with height, and the maximum variability in the AMTRAC3 and the GEOSCCM occurs too far equator-ward in the upper stratosphere.

The CNRM-ACM has too little stratospheric variability, whereas the MRI model, UMKUKA-UCAM and WACCM show too much variability, especially in the upper stratosphere. For the REF-B2 simulations for the same period (not shown), the results are very similar, except for the CAM3.5 and ULAQ model which have too little variability, and the UMKUKA-METO and UMSLIMCAT which have too much variability compared to the reanalysis. For the SH, the reanalysis shows the maximum variability occurs on the equator-ward side of the jet, fairly close to the QBO region. Most of the models have variability that is too weak and located too far poleward compared to the reanalyses. The REF-B2 simulations (not shown) have very similar biases.

The nature of the variability of the polar night jet can be further investigated by applying an Empirical Orthogonal Function (EOF) analysis to the extra-tropical zonal-mean zonal wind (e.g., Feser et al., 2000; Black and McDaniel, 2009). Here, an EOF analysis of the 50 hPa zonal-mean zonal wind is used to provide a more detailed assessment of the lower stratospheric variability in the
REF-B1 simulation than that obtained above using the interannual standard deviation. Furthermore, by considering all months, this EOF analysis captures seasons when the variability maximises. In the reanalysis data, variability of extra-tropical zonal-mean zonal wind in the stratosphere maximised during January to March in the NH, and during mid-October to mid-December in the SH (Thompson and Wallace, 2000). In general, the models capture this seasonality reasonably well, though the period when there is large variability is extended in several of the models compared to the reanalysis (not shown, but see Chapter 10, Section 10.3.2 and Figure 10.10 for the multi-model mean seasonal cycle in the annular mode variance).

In both the reanalysis and the models, the extra-tropical variability of the zonal-mean zonal wind in the stratosphere can be mainly described by two modes, with the first mode dominating. In the reanalysis data the leading mode clearly dominates in the NH, explaining 87% of the variance. In the SH, both modes contribute explaining 59% and 35% of the variance, respectively. Figure 4.19 shows the eigenvalues of the first mode which is a measure of the variance described by this mode. The error bars indicate sampling error (see figure caption for details). Figure 4.20 shows the spatial regression patterns of the first and second mode. The leading mode describes the variations in the strength of the eastward polar night jet while the second mode represents the meridional shift of the jet (Figure 4.20).

In the NH, nine of the sixteen models agree well with the reanalysis after allowing for the uncertainties given by the error bars, while two (five) models have larger (smaller) values (Figure 4.19). The two models with the largest low-bias (CNRM-ACM, ULAQ) also show the smallest maximum variability of the zonal-mean wind in mid-latitudes (Figure 4.20). Furthermore, the results for the ULAQ model are consistent with that model having the lowest frequency of stratospheric sudden warmings (SSWs) (see Section 4.4.3, Figure 4.25). The SSW frequency was not diagnosed for the CNRM-ACM due the absence of the appropriate data. A comparison of Figures 4.19 and 4.20 (top right also indicates that the two models with the largest positive bias in the eigenvalue of the leading EOF (MRI, UMUKCA-UCAM) show larger than average maximum in the zonal wind variability in mid-latitudes, but more im-

![Figure 4.18: Location and amplitude of the maximum interannual standard deviation of the zonal-mean zonal wind in the NH in DJF poleward of 45°N (top) and in the SH in JJA between 80°S and 30°S (bottom). Data are based on the period 1980-1999 for the REF-B1 simulations and the ERA-40 reanalysis. Where an ensemble of simulations is available, the time series of the different members are concatenated before the calculation of the interannual standard deviation field.](image-url)
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Figure 4.19: Eigenvalue of the leading mode of variability of the 50 hPa zonal-mean zonal wind (m²/s²) for the SH (right) and NH (left). Numbers in brackets (tick labels of the x-axes) indicate the fraction of the total variance explained by the leading mode. Error bars 2Δλ indicate the sampling error determined after North et al. (1982): Δλ=√(2/N), where N is the sample size. With N = 60, a conservative estimate of the effective sample size is used considering long persistence (two months) in the stratosphere and weak zonal wind variations during 50% of the year. The EOF analysis was carried out for the NH (SH) 50 hPa zonal-mean zonal wind anomalies poleward of 45°N (°S). Monthly mean fields for all months from 1980 to 1999 are included with seasonal cycle and linear trends removed. Data are also weighted with the square root of the cosine of latitude.

Figure 4.20: Regression patterns (m/s) of first (top) and second (bottom) mode of the 50 hPa zonal-mean zonal wind determined for regions poleward of 45°; (left) SH and (right) NH.
portantly, the variability of the jet maximises at a lower latitude than in the reanalysis, by up to ~5°.

The situation is quite different in the SH where only five models agree with observations in respect to the magnitude of the leading eigenvector (Figure 4.19). Ten models overestimate the variations in the strength of the polar night jet and two under-estimate this parameter. Figure 4.20 reveals a large spread both in the magnitude and location of maximum zonal wind variability between the models. The bias in the magnitude (and eigenvalue) is largest and positive in the CAM3.5. Several models show maximum zonal wind variations 10° further equator-ward than the reanalysis, while the ULAQ model shows maximum zonal wind anomalies shifted poleward by about 8°.

In summary, the analysis of the structure of the monthly mean zonal wind variability in the lower stratosphere reveals that most models simulate well both the magnitude and zonal structure of the variability in the NH. The largest biases result from an under-estimation of variability of the jet in the CNRM-ACM and ULAQ model, and a shift in the location of the maximum variability to lower latitudes in the UMUKCA-UCAM and MRI model. In the SH, most models exhibit large biases in the leading mode of variability of the zonal-mean zonal wind with subsequent implications for the second mode. Positive biases in the magnitude of the leading coupled mode and, hence, the variability of the polar jet, are related to a delayed break-up of the polar vortex in spring (Fogt et al., 2009) which is a common problem in most of the models (see Section 4.3.1). Several models also overestimate the variability in the SH compared to the NH.

### 4.4.2 Tropical variability of the zonal-mean zonal wind

A faithful representation of tropical variability above the tropopause has broad scientific relevance. In the tropical middle and upper stratosphere, the direction of the zonal-mean zonal winds, e.g., phase of the quasi-biennial oscillation (QBO), has been linked with the frequency of a disturbed polar vortex (Holton and Tan, 1980; Lu et al., 2008) and the rate of transport to higher latitudes of trace gases such as ozone (Li et al., 2008). Tropical variability can also influence processes thought to be relevant for maintaining the extra-tropical mean stratospheric climate and its variability.

Tropical variability in the REF-B1 simulations is first assessed in terms of the vertical profile of the interannual standard deviation in the de-trended zonal-mean zonal wind averaged between 10°S and 10°N (Figure 4.21). Below ~48 km (~1 hPa) all the models under-estimate tropical variability in comparison to ERA-40, with the exception of the WACCM at levels below 20 hPa. Five models exhibit particularly low stratospheric variability, largely due to the absence of either an internally generated or explicitly prescribed QBO.

Figure 4.22 shows the vertical profile of the amplitude of the variability in zonal wind at periods between 2 and 5 years (see figure caption for details). This range of periods captures possible QBO-like variability and it is evident from the figure which models neither prescribe nor internally generate a QBO (c.f., Chapter 2, Table 2.8; Chapter 8, Table 8.4). Interestingly enough, there are still differences seen between those models that prescribe a QBO, possibly related to the fact that these models do not include any feedback mechanisms between the simulated ozone and the imposed artificial forcings. Furthermore, all models show a weaker peak amplitude for the QBO compared with ERA-40 (1980-1999).

The representation of the semi-annual oscillation (SAO) in the models can be seen in Figure 4.23. This shows the amplitude of the SAO, calculated using the same method as in Figure 4.22 but now including only the 6-month harmonic. Unlike for the QBO, the models shows a spread in peak amplitude of the SAO about the amplitude seen for ERA-40. The CAM3.5 and ULAQ model exhibit SAO amplitudes significantly less than that obtained for ERA-40. On the other hand the GEOSCCM and LMDZrepro model have peak SAO amplitudes significantly larger than that for ERA-40 (c.f., Figure 4.29). Most likely this is due to a lack of a QBO in these models: the QBO in the lower stratosphere would act periodically to filter out parts of the model’s resolved and/or parameterised gravity waves, responsible for driving the eastward phase of the SAO. The significance of any net model bias above ~32 km (10 hPa) must, however, be treated with caution due to the paucity of observations assimilated there by ERA-40.

The amplitude of annual cycle in tropical zonal-mean zonal wind in the REF-B1 simulations is shown in Figure 4.24, again derived using the same method as for Figure 4.22, but now including only the 12-month harmonic. The amplitude of the ERA-40 annual cycle shows two peaks; in the upper troposphere and at the stratopause. All the models exhibit a peak in the amplitude in the upper troposphere, with the ULAQ model and the CNRM-ACM having unrealistically large and small amplitudes, respectively.

All the models significantly under-estimate the amplitude of the annual cycle near the stratopause, although the MRI and EMAC models and the UMSLIMCAT perform better than the others. A weak annual cycle in the models may be linked with the overly strong SAO. Similar features are referred to in Osprey et al. (2010), using the a high-top version of the Met Office’s global climate model. They link a reduced annual cycle at the tropical stratopause to an overly strong SH summer jet and stronger than observed westward circulation during JJA.

A brief comparison of the tropical zonal wind variability in the REF-B1 and REF-B2 simulations from 1980-
Figure 4.21: Profiles of the standard deviation in the de-trended zonal-mean zonal wind averaged from 10°S-10°N for the REF-B1 simulations. An asterisk after a model name indicates that that model has an externally forced (i.e., artificial) QBO.

Figure 4.22: Profiles of the amplitude of the “QBO” (i.e., variability with periods between 2 and 5 years) in the zonal-mean zonal wind averaged between 10°S-10°N for the REF-B1 simulations. Methodology follows that of Pascoe et al., (2005). The amplitude is the ratio of the definite integral of the zonal wind power spectrum (between periods of 2 and 5 years) to the standard deviation of the zonal-mean zonal wind. The data was first detrended by removing the linear fit. An asterisk after a model name indicates that that model has an externally forced (i.e., artificial) QBO.

Figure 4.23: Profiles of the amplitude of the SAO in the zonal-mean zonal wind averaged between 10°S-10°N for the REF-B1 simulations. Method as for Figure 4.22, but including only the 6-month harmonic. An asterisk after a model name indicates that that model has an externally forced (i.e., artificial) QBO.
2000 shows differences throughout the stratosphere, which are associated with a lack of a QBO in most of the REF-B2 simulations and a strengthened SAO (not shown). For those models with an internally generated QBO, only the UMUKCA-METO shows a slightly weaker QBO and SAO in the REF-B2 simulations. Neither the UMSLIMCAT nor MRI model show significant differences. As with the REF-B1 simulations, all the REF-B2 simulations exhibit a poor annual cycle in the upper stratosphere. Little systematic change or trend is seen in the magnitude of the tropical variability in the zonal wind in the stratosphere across the REF-B2 simulations. However, of the ten models compared, six showed a larger amplitude SAO from 2050-2099 compared with 2000-2049 (two smaller amplitude and two no change).

In summary, considering the large fraction of REF-B1 simulations that included nudging toward observations, there was an unexpected spread in tropical zonal wind variability. Most models under represented the amplitude of the QBO, while there was a large spread in the multimodel ensemble in the amplitude of the SAO. An excessively weak stratospheric annual cycle was common across all models. Finally, little trends were seen in the future REF-B2 simulations, although a significant fraction of the models showed an increase in the amplitude of the SAO.

4.4.3 Frequency of major stratospheric sudden warmings

Sections 4.4.1 and 4.4.2 considered interannual variability in monthly and seasonal mean fields. However a novel feature of this assessment compared to most previous assessments of stratosphere resolving models is the evaluation of variability on sub-monthly time scales using daily data. This is an important advance since much of the variability of the stratospheric polar vortex occurs on short time scales and spans the boundary between months. Moreover this intra-seasonal variability is known to contribute significantly to the interannual variability in the monthly and seasonal means. Its main manifestations are mid-winter major stratospheric sudden warmings and variability in the timing of the final warming or transition from winter to summer conditions. The simulation of these two phenomena is considered here and in Section 4.4.4, respectively.

In the extra-tropics major stratospheric sudden warmings (SSWs) play a key role in determining the mean climate and chemistry of the region. Obvious differences exist between the northern and southern winters due to the differences in the number of major SSWs. For the models and ERA-40 major SSWs are identified using the methodology of Charlton and Polvani (2007), based on reversals of the zonal-mean zonal wind at 60°N and 10 hPa, for the months November to March. Figure 4.25 shows the mean frequency of major SSWs for both the REF-B1 and REF-B2 simulations (where results were available) compared to the frequency of major SSWs in the ERA-40 reanalysis. In contrast to a previous inter-comparison of stratosphere resolving general circulation models (Charlton et al., 2007) most of the CCMs produce approximately the correct number of major SSWs over the second half of the 20th century (1960-1999). This result should not be taken to mean that models with interactive chemistry produce better dynamical variability (although a detailed investigation of this idea would be interesting), merely that this selection/generation of models appears to produce an improved simulation of major SSWs than those without interactive chemistry analysed in Charlton et al. (2007).

The only models with a significantly different frequency of major SSWs (at 95% confidence) when compared to the ERA-40 reanalysis are the AMTRAC3 and SOCOL and ULAQ models (which have a lower frequency of SSWs than the reanalysis) and the CMAM (which
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has a higher frequency of SSWs than the reanalysis). The CMAM, which has a large number of major SSWs also has a mid-winter stratospheric jet with significantly reduced strength (see Figure 4.3). There is no significant difference between the REF-B1 (with prescribed sea-surface temperatures (SSTs)) and REF-B2 (with an interactive ocean) simulations of the CMAM, which suggests that coupling that model to an interactive ocean does not have a large impact on SSW variability. It should, however, also be noted that the version of the CMAM used for CCMVal-1 produced a realistic simulation of the number of major SSWs (McLandress and Shepherd, 2009).

A useful comparison of the impact of the full observed variability in SST forcing on SSW frequency can be made by comparing models which have REF-B1 and REF-B2 simulations available for the 1960-2000 period (REF-B1 simulations are run with observed SSTs while REF-B2 simulations, apart from those from the CMAM, are run with SSTs generated by atmosphere-ocean general circulation models). In Figure 4.25 models with two plotted bars show the frequency of major SSWs in the REF-B1 simulations in the left bar and in the REF-B2 simulations in the right bar. There appears to be little systematic difference between the number of major SSWs in the REF-B1 and REF-B2 simulations, except for the UMUKCA-UCAM. In all cases however, 95% confidence intervals for the SSW frequency (shown in black lines extending from the top of each bar) overlap for the REF-B1 and the REF-B2 simulations, suggesting that the differences largely result from sampling variations, even in the case of the UMUKCA-UCAM. For the SH winter period between 1960 and 2000 in the REF-B1 simulations no examples of a major SSW, similar to that observed during September 2002 (Shepherd et al., 2005), were found for any of the models based on the same criteria for major SSW occurrence as used for the NH.

A more detailed comparison of SSW variability in the models and the ERA-40 reanalysis can be made by plotting histograms of major SSW frequency in each month from November to March. Figure 4.26 shows the climatology of major SSW events for the REF-B1 simulations. In general, models which produce SSWs with a frequency close to that of the reanalysis also tend to produce more realistic SSW climatologies, although there are some notable exceptions. In particular, the EMAC and LMDZrepro models tend to produce lots of dynamical variability at the start of winter and little during the mid-winter period. Further analysis of these events for the EMAC model, suggests that they occur after the initial spin-up of the vortex in mid-September, although during the period in which the vortex is still relatively weak. In several other models, noticeably the CCSRNIES and two SOCOL models, the climatology of major SSWs is shifted toward the end of winter. This problem was noted in previous studies of SSW climatologies in models (Charlton et al., 2007) and may be related to the late final warming, which occurs in some of the models.
(particularly SOCOL and NiwaSOCOL).

Any significant trends in SSW frequency in the NH, could have important consequences for both ozone chemistry and the signal of climate change in the lower stratosphere. Recently, Charlton-Perez et al. (2008) showed that simulations of the AMTRAC predicted a small increase in major SSW frequency over the 21st century. McLandress and Shepherd (2009) also note a similar trend in the CMAM, but suggest that this trend may simply reflect the change in stratospheric climatology rather than a real increase in stratospheric variability. In general, when comparing the frequency of major SSWs in the period 1960-2000 with the frequency of major SSWs in the period 2060-2100 projected by the models, a mixed result is found. The majority of models simulate either no change in the SSW frequency or a small increase in the late 21st century. The multi-model mean projection is therefore for a slight increase in the SSW frequency in the later half of the 21st century, although the trends in heat flux (January, 100 hPa) over the 21st century show a slight decrease between 2050-2099 (see Section 4.3.4). However, it is emphasized that some caution should be exercised when considering projected trends in heat flux since the majority of models do not suggest a significant trend. In addition, the subset of models considered here is not the same as the subset used for the heat flux comparison in Section 4.3.4 due to data availability. It is also important to note that changes in the SSW frequency are likely to be strongly influenced by changes in heat flux variability rather than just by changes to the mean heat flux climatology.

4.4.4 Timing of final warmings / winter-summer transition

The timing of the final warming (the date at which the winter-time polar vortex breaks down and is replaced by the summer-time stratospheric westward circulation (Andrews et al., 1987)) is an important diagnostic related both to the climatological vortex breakdown shown in Figure 4.2 and the study of stratospheric variability in Section 4.4.3. Studies by Black and McDaniel (2007a, b) and Black et al. (2006) have shown that there is an important dynamical link between the stratosphere and troposphere as the final warming takes place and that the timing of the final warming is highly variable from year to year. In addition, there is a clear trend toward later final warming dates over the 22 years between 1979 and 2001 (Waugh et al., 1999; Waugh and Rong, 2002) in the SH which is related to coupling between dynamics and ozone depletion and therefore should be captured by the CCMs.

Final warming dates in both the NH and SH are calculated using the method of Black and McDaniel (2007a, b) and 5-day low-pass filtered zonal-mean zonal wind data at 50 hPa from the models and reanalysis. This method

Figure 4.26: Histograms showing the frequency of major SSWs (in events per year) in the REF-B1 simulations (1960-2000, coloured bars) in comparison to ERA-40 reanalysis (open bars). Where an ensemble of simulations is available, the plot reflects major SSWs observed in all ensemble members. ERA-40 reanalysis climatology is reproduced at the bottom of the plot for comparison.
defines the final warming as occurring when the zonal-mean zonal winds at a specified latitude cross a low-wind threshold (0.0 m/s in the NH and 10 m/s in the SH) and do not return to eastward values before the next winter (see Black and McDaniel (2007a, b) for further details). For some models, zonal-mean zonal winds never cross the low-wind threshold in some years, these years are ignored in the analysis. The occurrence of these years is not frequent enough in any of the models (typically of the order 1 or 2 winters in a given 20 year period) that it would impose a significant bias requiring modification of the identification technique.

Figure 4.27 shows the mean date of the final warming for the NH and SH for the REF-B1 and REF-B2 simulations over the period (1980-1999). The black dashed line shows an estimate of the final warming date for the ERA-40 reanalysis data set for the same period. Figure 4.27 shows that models have final warming dates in both the NH and SH which are generally either at or later than the date of the final warming in the reanalysis data. This result is consistent with the diagnoses in Figure 4.2 of the descent of the mean, climatological zero-wind line. Of the models considered, in both hemispheres, more than half have mean final warming dates significantly later than those in the ERA-40 reanalysis. There are particularly large differences in the SOCOL model and the WACCM in the NH and the CNRM-ACM and the WACCM in the SH.

Trends in the date of the final warming in the SH for the three periods 1980-1999, 2000-2049 and 2050-2099 are shown in Figure 4.28 along with the multi-model trend estimate for each period. Although there is some spread between models, the multi-model mean trend shows the expected pattern of large positive values over the recent past (~+1 day per year, consistent with the ERA-40 estimate).
and smaller negative values (~-0.3 days per year) during the period of ozone recovery and is statistically significant at 95% confidence in both cases.

Part of the inter-model spread in the estimated final warming trend may be related to mean final warming biases over the same period. Of the models which fail to capture a strong trend in the recent past (Figure 4.28), two of them (SOCOL and WACCM) have very late mean final warming dates (see Figure 4.27). During the period of ozone recovery (2000-2049) there is reduced inter-model variability in the trend estimate, almost all the models show a reversed negative trend in the SH final warming date, toward earlier final warmings (Figure 4.28). These results reinforce the idea that the spring-time ozone concentration plays a large role in determining the final warming date and that the models are able to capture this coupling between chemistry and climate satisfactorily. In the following period (2050-2099), when the rate of ozone recovery is smaller in most models and the effects of changes in GHG forcing are larger, trends in the final warming date are much smaller and not statistically significant. In the NH (not shown), during the period 1980-1999, a significant, positive multimodel trend is simulated similar to that seen in the SH, however this trend is not consistent with the corresponding, observed reanalysis trend for the same diagnostic. In the two future periods, no significant individual or multimodel trends were simulated in the NH.

4.5 Conclusions

4.5.1 Multi-model summary

In Sections 4.3 and 4.4 the reproduction by the climate-chemistry models of those stratospheric dynamical processes and phenomena that are considered important for modelling the long term evolution of stratospheric ozone and the impact of the stratosphere on climate, have been assessed by comparison with observation and/or through model inter-comparisons. The response and robustness of the response (i.e., model independence) of the various
dynamical processes and phenomena to climate and long-term ozone changes was also noted (see Section 4.4.4).

For the mean climate there was generally good agreement among the majority of the models both in their strengths and weaknesses when evaluated against the reanalysis data sets. Overall the models reproduce the extra-tropical temperature and zonal-mean climatology very well with the notable exception of some key phenomena. Common problems for many of the models were a SH polar night jet that is too strong, lacks the observed equatorward tilt with height, and that persists too long into spring before changing to the summer-time westward circulation. Concomitantly, many models had a cold bias in the Antarctic lower stratosphere in spring. These problems in the SH are almost certainly inter-related and existed in earlier versions of many of the models (e.g., Eyring et al., 2006). On the other hand the causes of the weaknesses are not well understood. Possibly they are related to a deficiency in the wave driving from the troposphere though, in both hemispheres the climatological upward flux of resolved wave activity entering the stratosphere in mid-winter was remarkably well reproduced in nearly all the models. Moreover, most models displayed, more or less, the correct temperature response to variations in this wave flux. Again the majority of models accurately reproduce the strength of the Brewer-Dobson circulation, or at least the tropical upwelling mass flux at 70 hPa, though there was considerable uncertainty across the models as regards the contribution of the different wave drags (i.e., EP-flux divergence and parameterised orographic and non-orographic gravity wave drag) driving the upwelling. The models also showed, on average, less inter-hemispheric asymmetry than is observed in both the wave driving and also the stationary waves.

Variability in the stratosphere on all time scales from the intra-seasonal to interannual was, in general, less well reproduced by the models, with a large inter-model spread for some diagnostics. Most obviously, many models place the transition between winter and spring conditions significantly later than observed. This deficiency is seen in both hemispheres and in diagnostics of the mean climate (see above) and individual final warming dates. In the northern winter, although most models accurately simulate the frequency of major stratospheric sudden warmings, the climatology of these key events is poorly simulated with the worst performing models producing only early and late winter warmings. Nonetheless in mid-winter in both hemispheres the polar night jet has the correct modes (EOFs) of variability in the lower stratosphere in all the models. However, in agreement with the other diagnostics, there is considerable inter-model spread in the amount of variability in the strength of the polar night jet (the first EOF of the zonal-mean zonal wind).

In the tropics, there remains a large divergence between model design and/or experimental setup and the subsequent ability to simulate tropical variability, particularly the QBO. Models can be split into three groups: those that have very little or no stratospheric variability, those that impose an artificial QBO and therefore can not be considered as free running climate-chemistry models, and those with an internally generated QBO. Even with a QBO (artificial or not), the variability in the models is less than observed. An assessment of the impact of these modelling choices on the extra-tropical stratospheric variability or the variability of ozone is presented in Chapter 8.

An implicit assumption of the above assessment is that any dynamical biases in the models are the result of a poor representation of dynamical processes in the models. However, because the models considered are coupled climate-chemistry models, errors in the simulated radiatively active gases and, in particular, ozone can lead to an apparent error in the dynamical fields when evaluated against observations where no dynamical bias in the model exists. The representation of other dynamical process in the models such as the QBO may also be quite sensitive to details of the simulated ozone (e.g., Bushell et al., 2010), even if this lies within the observational errors. In general however, it is thought that any errors in ozone are unlikely to affect the overall conclusions of this chapter apart from over Antarctica where there is rapid ozone change and significant model spread in ozone behaviour (see Chapter 9). Because the Antarctic ozone change projects strongly on to the Southern Annular Mode (SAM), uncertainties in the simulated ozone can lead to uncertainties in the representation and behaviour of the SAM in the models. Quantitative uncertainties in the projected long-term trends of ozone (Chapter 9) will also introduce quantitative uncertainties in the long-term trends in some of the dynamical fields and processes reported in this chapter.

### 4.5.2 Summary by model

In this section, a summary of the performance of each model in the range of dynamical processes assessed in the chapter is provided. This summary and, in particular, the overall assessment at the end of each paragraph is subjective and thereby gives a more complete picture of the overall dynamical performance of each model than can be obtained from a limited number of metrics. In the next section this subjective assessment is complemented by a quantitative summary of several key processes in terms of appropriately chosen metrics.

The AMTRAC3 simulates the stratospheric mean temperatures in winter and spring well in both hemispheres, but the strength of its mid-winter jet is significantly stronger than the reanalysis climatology in both hemispheres, and the model is an outlier in the multi-model ensemble in the NH. The mean meridional circulation was not assessed.
Stratospheric variability in the AMTRAC3 is somewhat weaker than observed, particularly in terms of the number of major SSWs and is consistent with its stronger than average winter jet in the NH. The final warming is significantly late in both hemispheres. In the tropics the AMTRAC3 exhibits weak, internally generated variability in the QBO region but simulates well the variability in the SAO region. Overall, the AMTRAC3 simulates stratospheric dynamics adequately, but has some dynamical biases particularly in the SH.

The CAM3.5 provided only limited diagnostics. In the diagnostics produced, the CAM3.5 has significant biases in its mean state close to the upper boundary at 3.5 hPa, particularly in the NH. The mean meridional circulation is adequately simulated. In the tropics the model imposes a QBO via external forcing.

The CCSRNIES model has significant large biases in its mean state during winter and spring in both hemispheres. In general, the stratospheric vortex in this model is too strong and has very low temperatures at its core. The CCSRNIES model produces an accurate simulation of the mean meridional circulation. Stratospheric variability in the NH is slightly weaker than the multi-model mean which may be related to the relatively weak meridional heat flux climatology at 100 hPa in the model. In the tropics the model imposes a QBO via external forcing. Overall, the CCSRNIES model has an adequate representation of stratospheric dynamics.

The CMAM suffers from significant biases in its mean state of opposite sign in the two hemispheres. In the NH, the mid-winter polar vortex is too weak above 30 hPa and is too dynamically active. In the SH, the mid-winter polar vortex is too strong, and breaks up too late in the spring season. The mean meridional circulation is consistent with that derived from meteorological analyses. In the tropics, the CMAM does not simulate a QBO, but has an SAO of large amplitude. Overall, the CMAM has a mixed dynamical performance, and is sometimes an outlier in the multi-model distribution.

The CNRM-ACM produces a stratospheric mean state with significant biases in temperature and jet strength and position. It has particularly large biases in the NH, positioning its mean jet too far equator-ward. The meridional circulation has generally the correct strength but has an unusual structure, with downwelling seen at the equator, and a seasonal cycle with a minimum in MAM as opposed to JJA. Only a limited assessment of stratospheric variability was possible, but significant problems, including a lack of 100 hPa heat flux during the NH mid-winter and a late break-up of the vortex in the SH were identified. In the tropics, the CNRM-ACM does not simulate a QBO, but has an SAO of large amplitude. Overall, the CNRM-ACM has significant dynamical problems, particularly in the SH and is frequently an outlier from the multi-model mean.

The E39CA model provided only limited diagnostics. In the diagnostics produced, the E39CA model has a large cold bias in its mean state in the middle stratosphere of both the NH and SH near the rather low model top (~10 hPa) and large biases in the spring SH lower stratosphere. Linked to these biases, the model has very strong jets during both NH and SH winters. The mean meridional circulation is weaker than the multi-model mean and that derived from analysis data and exhibits mean downwelling at the equator. Limited diagnosis of stratospheric variability in the extra-tropics was carried out. In the tropics the model imposes a QBO through external forcing, although the model has a top boundary at 10 hPa. Overall, the E39CA model has significant dynamical biases in both hemispheres and is a particular outlier in the multi-model ensemble in the middle stratosphere, especially near the model top.

The EMAC model simulates the stratospheric mean state in winter and autumn well in both hemispheres, despite relatively small values of 100 hPa heat flux in the NH mid-winter and large values of 100 hPa heat flux in the SH mid-winter. In the SH, the EMAC model exhibits a stronger relationship between heat flux and spring polar temperatures than most models or observations, and a very cold bias for undisturbed vortex conditions. This suggests compensating errors help to produce its accurate SH mean state. The EMAC model simulates stratospheric variability well, although with too much dynamical variability in November in the NH. In the tropics the model imposes a QBO through external forcing. Overall, the EMAC model has an adequate representation of stratospheric dynamics.

The GEOSCCM simulates the stratospheric mean state in winter and autumn well in both hemispheres. Its meridional circulation in the middle stratosphere is somewhat weaker than the circulation estimated from observations. Stratospheric variability in the GEOSCCM is generally well simulated, although it does exhibit a late SH vortex break up. In the tropics, the model does not produce a QBO but has a large amount of variability in the SAO region. Overall, the GEOSCCM simulates stratospheric dynamics well, with better performance than the multi-model mean in most diagnostics.

The LMDZrepro model simulates the stratospheric jet strength in NH mid-winter well, but has significant warm biases in winter and spring in the upper stratosphere and in winter in the lower stratosphere. In the SH, the LMDZrepro model has similar warm biases in winter and spring above
5 hPa and a strong bias in jet strength above and at 10 hPa. The mean meridional circulation was not assessed. Midwinter variability in the stratosphere is well simulated, but vortex break-up in both hemispheres is too late. In the tropics, no QBO is simulated but the SAO region has a large amount of variability. Overall, the LMDZrepro model produces an adequate representation of stratospheric dynamics.

The MRI model simulates the stratospheric mean state in winter and spring well in the middle and upper stratosphere but has a significant cold bias in the lower stratosphere (below 50 hPa) in all seasons. The structure of the mean meridional circulation is well represented in the MRI model, although it is one of the strongest in the multi-model ensemble. Stratospheric variability is also well simulated by the model but the final warming is slightly too late in both hemispheres. In the tropics, the model has an internally generated QBO with an amplitude comparable to the observations and has a large amount of variability in the SAO region. Overall, the MRI model simulates stratospheric dynamics well with better than or similar performance to the multi-model mean in most diagnostics.

SOCOL and NiwaSOCOL simulations are considered together, since they use versions of the same model. However, in several diagnostics there are considerable differences between simulations by the two model versions. An important point to note here is that many of the SOCOL diagnostics are based on the mean performance of a three member ensemble, whereas for NiwaSOCOL there was only one realization, which may explain some of the discrepancy. The SOCOL models simulate the stratospheric mean state in winter and spring well in both hemispheres although they both have significant biases in the SH lower stratosphere in spring. Tropical upwelling in the SOCOL model shows a maximum on the equator, and the annual cycle of the mean meridional circulation is also qualitatively wrong. The NiwaSOCOL model does little better, and shows the strongest circulation in the multi-model ensemble. Stratospheric variability in the model is weak, perhaps linked to the small amounts of heat flux at 100 hPa and to the late final warming in the NH. In the SH the relationship between heat flux and lower stratospheric temperatures is well simulated. In the NH, the final warming simulated by the SOCOL model is significantly later than that observed. In the tropics, the model imposes a QBO through external forcing. Overall, the SOCOL model has a moderate representation of stratospheric dynamics with notable shortcomings.

The ULAQ model has significant biases both in the position and strength of the stratospheric jet in the SH and is a large outlier in the multi-model ensemble. Its meridional circulation is too weak and exhibits an incorrect seasonal cycle. Stratospheric variability is generally too weak. In the tropics, the model imposes a QBO through external forcing. Overall, the ULAQ model has limited success in simulating stratospheric dynamics and is an outlier in the multi-model ensemble for some diagnostics.

The UMSLIMCAT simulates the stratospheric mean state in winter and spring well in the NH but has a slight strong bias in the strength of the winter jet in the upper stratosphere of the SH. It also has a large cold bias in the middle stratosphere in SH spring. The mean meridional circulation was not assessed. The model produces a good simulation of stratospheric variability, although its final warming in the SH is significantly too late. In the tropics, the model internally generates a good simulation of the QBO and SAO. Overall, the UMSLIMCAT simulates stratospheric dynamics well, with better performance than the multi-model mean in most diagnostics.

The UMUKCA-METO and UMUKCA-UCAM have the same dynamical core. Although the two models only had small differences in the experimental setup there are considerable differences between the simulations for several of the diagnostics. In general, however, the UMUKCA models simulate the stratospheric mean state in winter and spring well in both hemispheres, apart from a large warm-bias near 100 hPa in the SH spring. The mean meridional circulation is well simulated by the models, although weaker than the multi-model mean. Unlike the other models, parameterised orographic gravity wave drag does not contribute significantly to driving the meridional circulation. Stratospheric variability is well simulated by the model in all diagnostics. In the tropics, the model internally generates a good simulation of the QBO and SAO. Overall, the UMUKCA models simulate stratospheric dynamics well, with better performance than the multi-model mean in most diagnostics.

The WACCM simulates the stratospheric mean state well in the NH but has a very large cold bias throughout much of the stratosphere in the SH spring and a very strong stratospheric jet in the SH in winter. This cold bias is linked to a very late break-down of the vortex in both the climatological annual cycle and final warming diagnostics, causing the model to be a significant outlier in the multi-model ensemble. The model has a good simulation of the mean meridional circulation. Stratospheric variability in the NH is well simulated by the model. In the tropics, the model imposes a QBO through external forcing. Overall, the WACCM simulates a great deal of stratospheric dynamics well but has a significant problem in simulating the SH vortex break-down.
4.5.3 Quantitative assessment / metrics

To establish the fidelity and quantify the assessment of the simulation of stratospheric dynamics by the models, “metrics” representing most of the dynamical diagnostics analysed in Sections 4.3 and 4.4 have been identified. The full list of metrics is presented in Tables 4.1a and b. The list has some metrics in common with the study of Waugh and Eyring (2008), but also extends that list, particularly in the area of stratospheric variability.

This list captures the main dynamical processes in the stratosphere. A pragmatic approach has, however, been used and for many diagnostics the metric opted for requires the least input of dynamical fields or complex analysis. There are a number of cases where diagnostics might be replaced with more dynamically meaningful alternatives if more data from more model runs were available. For example, the diagnostics “shtemp” and “nhtemp” might be replaced by the area of temperatures below PSC formation thresholds. Metrics are calculated as listed in the table and normalised using Equation 4 of Waugh and Eyring (2008).

Figure 4.29 shows the performance of the model ensemble in a variety of metrics described in Table 4.1a, b after Waugh and Eyring (2008). See text for details of the matrix calculation. Each pixel represents the performance of a model in a given metric, darker colours indicate better performance. Crosses in a pixel indicate the metric was not evaluated for that model. On the right of the diagram the average metric score for each diagnostic is shown. Hatching in the QBO metric indicates the model uses a relaxation scheme to produce QBO variability, models with a relaxation scheme are not included in the calculation of the mean metric.

4.5.3 Quantitative assessment / metrics

To establish the fidelity and quantify the assessment of the simulation of stratospheric dynamics by the models, “metrics” representing most of the dynamical diagnostics analysed in Sections 4.3 and 4.4 have been identified. The full list of metrics is presented in Tables 4.1a and b. The list has some metrics in common with the study of Waugh and Eyring (2008), but also extends that list, particularly in the area of stratospheric variability.

This list captures the main dynamical processes in the stratosphere. A pragmatic approach has, however, been used and for many diagnostics the metric opted for requires the least input of dynamical fields or complex analysis. There are a number of cases where diagnostics might be replaced with more dynamically meaningful alternatives if more data from more model runs were available. For example, the diagnostics “shtemp” and “nhtemp” might be replaced by the area of temperatures below PSC formation thresholds. Metrics are calculated as listed in the table and normalised using Equation 4 of Waugh and Eyring (2008).

In order to maintain some consistency with the Waugh and Eyring analysis, scores are standardized using the standard deviation of the observed quantity in question. For the tropical variability, estimating the uncertainty in the ERA-40 reanalysis is more complex. To estimate the uncertainty, the data set was re-sampled for several 10-year periods, and the range of possible values for the amplitudes of the annual cycle, SAO and QBO was used in the metric calculation. An attempt is also made to assess where a model’s performance (as assessed by the metric) is different from the observations and different from the multi-model mean. Figure 4.29 shows the metric portrait of the models. For each model, every metric is assigned a box on the diagram, and the box is shaded according to model performance. Darker colours indicate that a metric is closer to 1,
i.e., a very good performance in that metric. Black crosses indicate that insufficient data was available to calculate the metric for that model. On the right of the diagram, mean metrics across the multi-model ensemble are calculated for each metric. For the QBO metrics, models which relaxed the tropical winds to the observed QBO are shown hatched. The calculation of the mean metric for the QBO does not include those models with tropical wind relaxation.

As well as impacting on the QBO metric ("qbo"), constraining the winds in the tropics towards observations in some models is likely to impact on many of the other processes and phenomena considered in this chapter and, indeed, other chapters too (e.g., Chapter 8). With the data and simulations available it was not possible to quantify what effect this would then have on the other metrics though there is the possibility that prescribing the QBO in a model will artificially enhance the score for some of these metrics. Consequently there is a risk that the confidence that is placed in the future projections made with these models will also be overestimated since the observational constraints can not be included in simulations for the future, for obvious reasons.

A broad conclusion which can be drawn from the metric portrait is that all models have deficient performance in some metrics. No model produces an excellent simulation of stratospheric dynamics in all metrics. However, it is also clear that both the performance of the multi-model ensemble in some metrics is better than in others and that the overall performance of some models in these metrics is better than others (note that some caution should be exercised here since some of the differences between metrics can arise from the different diagnostics used to produce them). Particularly poor performance is seen across models in metrics for the SH temperature bias, the tropical annual cycle and diagnostics of the final warming date in both the NH and SH. One obvious point to note is the difference in model performance in the NH and SH. In general, for the SH circulation (shtemp, ummax_jja, firstevl_sh, PW_sh and final_sh — see Tables 4.1a and b for a description of the metrics) have lower values and more outliers than those for the NH circulation. In general, metrics of tropical variability highlight the significant difference in performance related to the different choices for model design described in Section 4.3.2 (see also Chapter 2). Improvement of the simulation of tropical dynamics, particularly the QBO, remains a pressing need for the models.

A more detailed examination of the performance of the models in terms of the metrics in Tables 4.1a and b clearly indicates that, when considering the multi-model ensemble performance as a whole, the assessment of poor metric performance can be further refined. For some metrics in which model performance is generally poor, model biases tend to have the same sign indicating a systematic difference between the models and the observations. For the metrics considered here,

- metrics with a systematic negative bias are those for the SH temperature, tropical annual cycle and the QBO (excluding models with a nudged QBO, although some caution is necessary for the tropical diagnostics),
- metrics with a systematic positive bias are those for upwelling at 10 hPa, the final warming date in the NH, the final warming date in the SH, the amplitude of the first EOF in the SH and the slope of the fit between lower stratospheric heat flux and lower stratospheric temperature in the NH.

For other metrics, there are large numbers of models with significant biases, but these tend to be evenly distributed between positive and negative signs and hence while indicating poor performance for individual models, they do not indicate systematic biases amongst the multi-model ensemble.

Additionally, it is also possible to examine the statistical distribution of models within individual metrics to determine those models which perform significantly differently from the multi-model mean. In general, this tends to indicate particularly poor performance of a model for that metric (although this conclusion assumes that the multi-model mean performance is good). There are some models which are outliers in significantly more diagnostics than others, e.g., ULAQ (5; 35% of the model’s submitted metrics), CAM3.5 (3; 33%), CNRM-ACM (5; 33%).

One concern about the assignment of metrics, also noted by Waugh and Eyring (2008), is that they may not be independent measures of dynamical performance. Following Waugh and Eyring (2008), the correlation between metrics was examined as a simple measure of this non-independence. Of the 120 possible correlations between the 16 metrics considered, only 7 had correlations above 0.5, suggesting that there is not a large degree of dependence between these metrics. The highest correlation between metrics was 0.7, between metrics for the amplitude of the first EOF in the SH and the final warming date in the SH. The amplitude of the first EOF in the SH also had large correlations with several other metrics, including the slope of the fit between lower stratospheric heat flux and lower stratospheric temperature in the SH and strength of the winter jet in the SH.

Due to the large diversity in the formulation of the models (see Chapter 2) it is difficult to systematically assess what role resolution by itself plays in the qualitative and quantitative performance of the models. Nonetheless, a brief subjective assessment of the results presented in the chapter suggests that no systematic improvement in the ability to represent the stratospheric dynamical processes and/or phenomena was obtained with finer horizontal or vertical resolution, or the position of the model top.
However, it is clear that some of the models with very coarse horizontal resolution, or a rather low upper boundary in the middle stratosphere, have worse performance than the multi-model average. For models with upper boundaries above the stratosphere and horizontal resolution greater than a moderate threshold (which might tentatively be set at 4° or a spectral truncation at T30) there is no obvious link between increased model resolution and dynamical performance in stratosphere. This suggests that beyond this threshold, the suitability of other model components dominates model performance, though some of these other components, such tropospheric dynamics or tracer transport, are highly likely to be resolution dependent.

4.5.4 Future projections

For many of the dynamical quantities and processes assessed in this chapter, past and future trends were calculated for the periods 1980-1999, 2000-2049 and 2050-2099. Using these three periods gave some indication of the different roles of ozone depletion/recovery and GHG induced climate change on the long-term secular changes in stratospheric dynamics. In general, and as expected, the signal of ozone depletion/recovery on the trends in dynamical quantities is broadly stronger in the SH than in the NH, particularly over the Antarctic. This is reflected both in the strength and significance of the trends in individual models and in the consistency of the trends across the multi-model ensemble. Particularly strong trends in the periods 1980-1999 and 2000-2049 were found in diagnostics of stratospheric polar temperatures, and final warming dates. In both these cases, opposite trends were found in the ozone depletion and recovery periods. Strong positive trends in Antarctic accumulated PSC area diagnostics were found during the 1980-1999 and 2050-2099 periods, consistent with the above trends in temperature, but trends during the 2000-2049 period were small, consistent with the changing influence of ozone concentrations on lower stratospheric temperatures. In the NH both past and predicted trends become more uncertain as the region of interest becomes smaller or the diagnostic more complex. Nonetheless, in the lower and middle Arctic stratosphere the models, on average, projected no significant long-term change to the mean winter-time temperature in contrast to the predicted annual global mean cooling at these levels shown in the previous chapter.

It is also clear that there is a strong consensus amongst the models that the strength of the Brewer-Dobson circulation is simulated to have increased over the recent past and will continue to increase in strength by about 2% per decade over the 21st century. However, there is little consensus amongst the models about the contribution of different types of tropospheric wave-forcing toward this trend. Similarly there was no significant multi-model trend in the extra-tropical mid-winter meridional heat flux at 100 hPa or in the amplitude of the stationary wave field in the upper troposphere. In contrast, a recent analysis of a few observations from the NH mid-latitude lower stratosphere (32-51°N and 24-35 km) shows a weak increase in estimates of the age-of-air (Engel et al., 2009) implying a deceleration of the Brewer-Dobson circulation, though the large uncertainties in this observational trend estimate mean it is not inconsistent with the model trends (Engel et al., 2009). Differences between the Engel et al. (2009) results and the models are considered in more detail in the following chapter.
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5.1 Introduction

The distribution of long-lived trace gases in the stratospheric overworld is controlled mainly by the balance between the diabatic circulation, which acts to create equator-to-pole gradients in tracer isopleths, and quasi-horizontal mixing, which acts to flatten tracer isopleths in mixing regions while sharpening gradients at the locations of mixing barriers. Three important barriers to transport are the subtropical barrier (i.e., the tropical “pipe”), the edge of the polar vortex, and the extra-tropical tropopause. A schematic of the stratospheric circulation and transport barriers is shown in Figure 5.1. Both the strength of the diabatic circulation and that of the transport barriers are linked to wave activity in the stratosphere and thus vary with height and season.

In this chapter, model representation of stratospheric transport processes is evaluated using process-oriented diagnostics derived from observations. In many cases it is impossible to create a diagnostic that uniquely assesses a single process because most have contributions from multiple transport mechanisms. For example, the age of air in the tropics depends on integrated vertical advection, vertical mixing, and mixing between the tropics and extratropics across the subtropical transport barrier. However, combining the diagnostics and, where possible, using the information from diagnostics that do uniquely assess a
single process allows model behaviour to be broken down and assessed in a physically-meaningful way. The suite of diagnostics chosen for this chapter (Table 5.1) is intended to cover the major processes controlling stratospheric trace gas distributions in the overworld (above 380 K, ~100 hPa), from entry in the tropical lower stratosphere to exit through the extra-tropical 100 hPa surface. The diagnostics emphasize transport processes below 10 hPa because the goal of this report is to understand 21st century O$_3$ in the WMO reference simulations. The present day (~1990-2006) behaviour of CCMs is evaluated and compared to observations, using the REF-B1 simulations for all models except UMETRAC. For UMETRAC, REF-B0, the present day time slice simulation, was used because REF-B1 was unavailable. Diagnostics are calculated from 10-15 years of model output whenever possible. Future changes in a few key diagnostics are presented by comparing changes between the recent past (1990-2006) and the future (2080-2099) from the REF-B2 simulations.

More than a dozen diagnostics are applied here but many have overlap in the processes they evaluate. The results presented in this chapter are grouped by process and region in the same order as listed in Table 5.1. The processes evaluated include tropical ascent, mixing between the tropics and mid-latitudes (i.e., the “leakiness” of the subtropical barriers), and descent and isolation in the polar region. As a connection to the upper troposphere/lower stratosphere (UTLS) region evaluated in Chapter 7, the influence of seasonal variations in transport on air leaving the stratosphere is also examined. Unless otherwise noted, model performance on the diagnostics presented here has been quantified using the metric described in Waugh and Eyring (2008), hereafter referred to as WE08, using 3σ of the observational uncertainty in the denominator. Because there are significant differences in model performance between the lower (≥ 50 hPa) and middle stratosphere (≤ 50 hPa) (LS and MS, respectively), many of the diagnostics are applied separately to the two regions.

5.2 Transport Diagnostics for the Tropics

Most air enters the stratosphere in the tropics, so transport in this region is critical to determining stratospheric composition. Only by simulating the correct balance be-
between ascent and mixing across the subtropical barriers can a model get the correct balance of pathways necessary for accurate simulation of photochemically active species.

### 5.2.1 Ascent

#### 5.2.1.1 Tape Recorder Phase Speed

Air entering the stratosphere through the tropics slowly ascends with limited horizontal mixing. The vertical propagation of annual variations in tropical tropopause water vapour, known as the “tape recorder” signal (e.g., Mote et al., 1998; Hall et al., 1999, Waugh and Hall, 2002, Schoeberl et al., 2008), provides striking visual evidence of this isolated ascent. Figure 5.2 shows the deviation of the water vapour mixing ratio from the monthly mean profile averaged over 10°S to 10°N for combined HALOE and MLS observations, and for the available models (data courtesy of Mark Schoeberl). UMETRAC, UMUCKA-METO, and UMUCKA-UCAM use water vapour climatologies, so no tape recorder diagnostics can be calculated for these models. The model-to-model differences in the amplitude of the anomalies, propagation speed, and attenuation rate are quite large. There are also significant differences in the location of the base of the tape recorder (i.e., the minimum

### Table 5.1: Stratospheric Transport Diagnostics for CCMs. Gray highlights indicate diagnostics that are used as quantitative metrics for the overall model performance.

<table>
<thead>
<tr>
<th>Diagnostic</th>
<th>Observations</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tropical Ascent</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂O tape recorder phase</td>
<td>H₂O and CH₄</td>
<td>UARS HALOE and Aura MLS</td>
</tr>
<tr>
<td>Tropical-Mid-latitude Mean Age Gradient</td>
<td>CO₂ and SF₆</td>
<td>Various balloon missions</td>
</tr>
<tr>
<td><strong>Tropical-Extratropical Mixing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂O tape recorder amplitude</td>
<td>H₂O and CH₄</td>
<td>UARS HALOE and Aura MLS</td>
</tr>
<tr>
<td>Tropical Mean Age profile</td>
<td>CO₂ and SF₆</td>
<td>OMS balloon profiles</td>
</tr>
<tr>
<td>Tropical CH₄ vertical gradient</td>
<td>CH₄</td>
<td>UARS HALOE</td>
</tr>
<tr>
<td>Tropical-Mid-latitude N₂O PDFs</td>
<td>N₂O, potential temperature</td>
<td>ENVISAT-MIPAS and Aura MLS</td>
</tr>
<tr>
<td><strong>Integrated Processes Affecting Extratropical Composition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NH Mid-latitude Mean Age profile</td>
<td>CO₂ and SF₆</td>
<td>Various balloon missions</td>
</tr>
<tr>
<td>Fractional Release of Cly</td>
<td>CFC-11, CFC-12, CO₂, and SF₆</td>
<td>NASA ER-2 aircraft missions</td>
</tr>
<tr>
<td>NH Mid-latitude Cl₃ time series</td>
<td>Cl₃</td>
<td>UARS HALOE and Aura MLS</td>
</tr>
<tr>
<td>N₂O annual cycle in the LS</td>
<td>N₂O</td>
<td>Aura MLS</td>
</tr>
<tr>
<td>Mean Age at 60°N/S</td>
<td>CO₂</td>
<td>NASA ER-2 aircraft missions</td>
</tr>
<tr>
<td><strong>Polar Processes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antarctic spring CH₄ PDFs</td>
<td>CH₄, potential temperature</td>
<td>UARS HALOE</td>
</tr>
<tr>
<td>Antarctic September N₂O profile</td>
<td>N₂O</td>
<td>Aura MLS</td>
</tr>
<tr>
<td>Antarctic spring Cl₃ time series</td>
<td>Cl₃</td>
<td>UARS HALOE and Aura MLS</td>
</tr>
</tbody>
</table>
in water vapour) near the tropical tropopause, but most of the models fall within the range indicated by MLS (3.5 km vertical resolution, tape recorder base at ~80 hPa) and HALOE (2 km vertical resolution, tape recorder base at ~100 hPa). The morphology of the water vapour anomalies is significantly different than observed in several models.

Figure 5.3 compares the phase lag of the tape recorder signal from the models, calculated as the average propagation of the maximum and minimum water vapor anomalies, to the HALOE-derived phase lag (Hall et al., 1999; Eyring et al., 2006). The phase lag is set to zero at the level of maximum amplitude, $Z_o$, for the observations and for each model, and is plotted as a function of altitude above $Z_o$. The slope of the phase lag (the phase speed, $c$) of the tape recorder signal is a measure of the net vertical transport in the tropics (large-scale ascent +
vertical diffusion) (Mote et al., 1996; Mote et al., 1998; Hall et al., 1999), and the HALOE phase speed has been shown to agree quite well with estimates of the residual vertical velocity in the 16-26 km range (Mote et al., 1998; Schoeberl et al., 2008). The phase speed in the tropical LS (TLS, \(Z - Z_0 \leq 4 \) km) and tropical MS (TMS, \(Z - Z_0 > 4 \) km) is evaluated using a linear fit to the phase lag for both the observations and the models. The phase lag is ill-defined when the amplitude of the water vapour maxima or minima is less than 0.1 ppmv, so it is not analysed if the amplitude falls below this threshold. All of the models have sufficient amplitude for evaluation in the TLS, but only eight do in the TMS. The 0.1 ppmv threshold precludes evaluation of CAM3.5, CCSRNIES, CNRM-ACM, LMDZrepro, MRI, ULAQ, and UMSLIMCAT in the TMS.

**Figure 5.3:** Left Panels: Phase lag of the water vapour tape recorder, averaged over 10°S-10°N. The phase lag is set to zero at the level of maximum amplitude, and the vertical coordinate is the distance from that level. The phase lag is the average of the propagation of the maxima and the minima. The models are split into two panels for clarity. Solid circles are HALOE observations. Grey shaded areas indicate the minimum and maximum slopes ± the estimated measurement uncertainty used to evaluate the models in the TLS and TMS. Note that the shaded areas do not represent the uncertainty of the phase lag, but of the phase speed (slope of the phase lag). Right Panels: Amplitude of the tape recorder signal relative to the maximum amplitude as a function of height above the level of maximum amplitude. The grey shaded areas indicate the range of scale heights that can be fit to the observations (± estimated measurement uncertainty).

**Figure 5.4** shows the phase speed calculated from the observations and from the models along the y-axis for the TLS (top panels) and TMS (bottom panels). The mean phase speed derived from a linear fit to the observations is 0.34 mm/s in the TLS and 0.35 mm/s in the TMS. WE08 estimated a standard deviation of 0.05 mm/s for the phase speed derived from the entire altitude range of the observations, but a larger uncertainty is used here since the analysis is split into the TLS and TMS, thus reducing the number of points for obtaining the linear fit. The maximum and minimum phase speeds that can be derived from the obser-
Observations are used as an additional measure of uncertainty, so that the denominator of the WE08 metric becomes $c_{\text{max}} - c_{\text{min}} + 3\sigma$, with the maximum and minimum values of $c$ determined by a linear fit through the observations with the largest least squares residual values in each region, and $\sigma = 0.05$ mm/s as in WE08. The light grey shaded areas in Figures 5.3 and 5.4 show the maximum and minimum slope $\pm 1\sigma$ measurable uncertainty, and the vertical grey shaded regions are bounded by the maximum and minimum scale heights that can be fit to the observations $\pm 1\sigma$. Right panels: Same as the left panels, except that the scale height per wavelength, $R=H/c*1\text{year}$, is plotted along the x-axis. Vertical grey shaded regions are bounded by $H_{\text{max}}/c_{\text{min}}$ and $H_{\text{min}}/c_{\text{max}} \pm 1\sigma$. Note that the faster the phase speed, the larger the difference between $R$ and $H$. GEOSCCM is circled in the bottom panels because its scale height could not be evaluated in the TMS; the amplitude increases with height due to evaporation of precipitable water. CMAM is circled because its scale height is off the scale of the plot: $H=72$ km, $R=5.2$ for CMAM in the TMS.

As in CCMVal-1, most of the model phase speeds are greater than observed, indicating too rapid net vertical motion in the tropics. However, the total model spread over the range of observations has decreased since CCMVal-1, as has the difference between modelled and observed phase speeds, suggesting improvements in tropical transport in the models. This will be discussed further in Section 5.5.4. The models that most closely match the observed TLS phase speed are CMAM, EMAC, GEOSCCM, MRI, ULAQ, and WACCM. AMTRAC3, CAM3.5, CCSRNIES, E39CA, LMDZrepro, and UMSLIMCAT all have fast phase speeds relative to the observations, but are within the estimated uncertainties. Three models fall well outside the range of uncertainty in the TLS, with extremely fast phase speeds: CNRM-ACM, NiwaSOCOL, and SOCOL. Of the 8 models evaluated in the TMS, AMTRAC3,
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E39CA, EMAC, and WACCM fall within the uncertainties of the observed phase speed. CMAM, NiwaSOCOL, and SOCOL have faster than observed TMS phase speeds and the TMS phase speed in GEOSCCM is too slow compared to observations.

5.2.1.2 Ascent from Mean Age Gradients

The mean age of air is the time elapsed since a stratospheric parcel of air was last in contact with the troposphere, and it can be calculated from observations of conserved tracers whose concentrations increase approximately linearly over time. Observations of CO$_2$ and SF$_6$ have been used in previous studies to derive empirical estimates of the mean age and to qualitatively evaluate model representations of the residual circulation and mixing (Hall et al., 1999; Eyring et al., 2006).

Neu and Plumb (1999) demonstrated that for a simplified “tropical leaky pipe” model in steady equilibrium, the age difference between the tropics and mid-latitudes along surfaces parallel to the age isopleths depends only on the local tropical vertical velocity and the air mass overhead, assuming that the cross-isopleth diffusion of age is negligible. The age difference is independent of path and of mixing across the edge of the tropics. Any horizontal mass flux from the tropics into mid-latitudes (which acts to decrease the age in mid-latitudes) will be balanced by a decrease in the tropical vertical mass flux (thus increasing the mid-latitude age). In the case of recirculation of air through the tropics, multiple circuits act to age both the tropics and mid-latitudes equally. The result that the age gradient depends only on the ascent rate when diffusion is negligible does not depend on the artificial construct of discontinuities between the tropics and extra-tropics; it applies in general, except in the singular case where the mixing between tropics and mid-latitudes is infinitely fast, as

![Figure 5.5: Mean age from 15 CCMs and the multi-model mean. Black symbols are the observed mean age profiles derived from CO$_2$ (diamonds) and SF$_6$ (squares) for the tropics (10°N - 10°S, upper left panel (Andrews et al. (2001)) and mid-latitudes (35°N – 45°N, upper right panel (Engel et al., 2009), as well as the latitudinal distribution of mean age at 50 hPa (bottom right panel, Andrews et al., (2001)). The bottom left panel shows the difference between the average of the observed tropical profiles and midlatitude profiles on pressure surfaces. All uncertainties shown are 1σ.](image-url)
Table 5.2: CCM Age Tracer Information.

<table>
<thead>
<tr>
<th>CCM</th>
<th>Tracer Type¹</th>
<th>Reference Location²</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>Stratospheric source</td>
<td>N/A</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>Linearly increasing</td>
<td>Equator (0.95°N), 139 hPa</td>
</tr>
<tr>
<td>CCSR NIES</td>
<td>Linearly increasing</td>
<td>PBL</td>
</tr>
<tr>
<td>CMAM</td>
<td>Stratospheric source</td>
<td>N/A</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>Linearly increasing</td>
<td>8°S-8°N, below 700 hPa</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>Linearly increasing</td>
<td>Equator at 100 hPa</td>
</tr>
<tr>
<td>LMDZ-repro</td>
<td>Linearly increasing</td>
<td>Tropical Thermal Tropopause</td>
</tr>
<tr>
<td>NiwaSOCOL</td>
<td>Linearly increasing</td>
<td>PBL</td>
</tr>
<tr>
<td>MRI</td>
<td>Linearly increasing</td>
<td>Equator (1.4°S-1.4°N) at 100 hPa</td>
</tr>
<tr>
<td>SOCOL</td>
<td>Linearly increasing</td>
<td>PBL</td>
</tr>
<tr>
<td>ULAQ</td>
<td>Linearly increasing</td>
<td>15°S-15°N, below 132 hPa</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>Pulse source</td>
<td>N/A</td>
</tr>
<tr>
<td>UMUKCA-METO</td>
<td>Linearly increasing</td>
<td>PBL</td>
</tr>
<tr>
<td>UMUKCA-UCAM</td>
<td>Linearly increasing</td>
<td>PBL</td>
</tr>
<tr>
<td>WACCM</td>
<td>Linearly increasing</td>
<td>Equator (0.95°N) at 139 hPa</td>
</tr>
</tbody>
</table>

¹ Linearly increasing - an inert tracer whose concentration grows linearly with time below a given lower boundary; Stratospheric source - direct ‘age of air’ tracer, where the value of the tracer field in the stratosphere increases by ∆t every model ∆t; Pulse tracer - given a value of 1.0 during the first month of model simulations and then set to 0.0 afterwards.

² Reference location refers to the location used to calculate the mean age fields archived at British Atmospheric Data Centre. For all plots shown the mean age fields were normalised so that mean age = 0 at Equator, 100 hPa.

long as the age difference is taken to be between upwelling and downwelling regions (R. A. Plumb, personal communication). Thus, the difference in mean age between tropics and mid-latitudes can be used to assess tropical ascent independently of quasi-horizontal mixing, which cannot be done using the age itself.

A recent study by Engel *et al.* (2009) used 27 balloon-borne CO₂ and SF₆ profiles measured over 30 years to derive the loss-corrected mean age of air from 35°N-45°N, between 15 and 32 km. Combining these newly available mid-latitude age profiles (Figure 5.5, top right panel) with existing tropical profiles from 10°N to 10°S (Figure 5.5, top left panel) (Boering *et al.*, 1996; Andrews *et al.*, 2001) provides the necessary data to calculate a profile of the tropical-mid-latitude age gradient (Figure 5.5, bottom left panel). The observational uncertainty in the mid-latitude mean ages reflects a combination of the trace gas uncertainties and the variability of mean age over the 30 year period (Engel *et al.*, 2009). The fact that the Engel *et al.* (2009) data reflect little or no trend in the Northern Hemisphere (NH) mean age above 24 km is discussed further in Section 5.4. For the purposes of this discussion, the absence of a trend allows for a meaningful comparison between observations collected over the past three decades and present-day model output. The tropical data (Andrews *et al.*, 2001) were not reported with uncertainties, but the variability in the published CO₂ and SF₆ profiles suggests that an uncertainty of ±0.5 year for mean ages above 20 km spans the range of observed variability (e.g., Eyring *et al.*, 2006). Stiller *et al.* (2008) report mean ages derived from global measurements of SF₆ but they cannot be used for this diagnostic because the effects of mesospheric losses were not used in the mean age calculation. Age derived from SF₆ assuming no loss results in mean ages that are up to 1.5 years older than CO₂-derived mean ages in the LS, with much greater differences in the MS.

Table 5.2 describes the type of age tracer used in each model and the reference location used to normalise the mean age where applicable. For the mean age diagnostics, all modelled mean ages were renormalised to 0 on the 100 hPa surface at the equator. The comparison of modelled and observed age difference between the tropics and mid-latitudes is shown in Figure 5.5 (bottom left panel), and the metrics are calculated as an average of the scores at 90, 80, 70, and 50 hPa for the TLS, and as an average of the scores at 30, 20, 15, and 10hPa for the TMS. There is no standard model output level between 50 hPa and 30 hPa, and so the models’ ability to capture the maximum age gradient between these levels cannot be assessed.

In agreement with the results for the tape recorder phase speed, most models have smaller than observed age gradients in the TLS, indicating fast ascent. However, as with the tape recorder, most models lie within the observational uncertainty. Only AMTRAC3, CAM3.5, CNRM-ACM, NiwaSOCOL, and SOCOL have age gradients that are smaller than observed and lie outside the observational uncertainty over most of the TLS. Both UMUKCA models, which were not included in the tape recorder analysis, have much larger than observed age gradients (well outside the observational uncertainty), indicating very slow tropical ascent. The age difference profiles in ULAQ...
and LMDZrepro have a significantly different shape than observed in the TLS. In the TMS the agreement between the models and the observations is improved, with only CAM3.5, CNRM-ACM, and ULAQ having age gradients smaller than the observational uncertainty over most of the region. Again, the ULAQ age difference profile shape is much different than observed in the TMS. The UMUCKA models are closer to observations in the TMS, but are still the only models with age gradients that are significantly larger than observed.

### 5.2.1.3 Comparison of Vertical Velocities

The tape recorder phase speed and tropical-mid-latitude age gradient are fully independent measures of the tropical upwelling, and tracer-derived vertical velocities can only be expected to agree with one another when the tracer-dependent terms of the continuity equation are small and the transport circulation closely approximates the residual circulation. Processes that can lead to significant differences in tracer-derived vertical velocities include vertical diffusion, horizontal and vertical eddy tracer fluxes, and rectifier effects between tracer variability and the seasonal or interannual variability of the circulation (see Andrews, et al. (1987) for a discussion of the differences between the transport and residual circulation). In models, numerical errors in transport can also lead to significant differences in tracer-derived vertical velocities.

The top left panel of Figure 5.6 shows a comparison between the tropical vertical velocity calculated from the observed tropical-mid-latitude age gradient (from Figure 5.5, bottom left panel), the vertical velocity calculated by Schoeberl et al. (2008) for the combined HALOE-MLS water vapour tape recorder, and the vertical velocity calculated as a simple vertical derivative of the phase lag of the HALOE water vapour observations (from Figure 5.3, left panels). Assuming that age isopleths are roughly parallel to pressure surfaces in the tropics and in the well-mixed portion of the mid-latitudes, the age gradient estimate of the vertical velocity is given by

\[ \frac{(1+\alpha)H}{\alpha \Delta \Gamma}, \]  

where \( H \) is a constant scale height (7 km), \( \alpha \) is the ratio of the mass of air in the tropics to the mass of air in mid-latitudes, and \( \Delta \Gamma \) is the tropical-mid-latitude age difference on pressure surfaces (Neu and Plumb, 1999). The boundaries of the tropical upwelling region used to calculate \( \alpha \) are \( \pm 25^\circ \). The Schoeberl et al. (2008) tape recorder vertical velocities were calculated from the phase-lagged correlation coefficient between adjacent levels, and give a much smoother \( w' \) profile than a simple vertical derivative of the tape recorder phase lag. The three observational tracer-derived estimates of the tropical upwelling show remarkable consistency. Below 26 km, the tape recorder vertical velocity has been shown to agree very well with estimates of the residual circulation (Mote et al., 1998; Schoeberl et al., 2008). The agreement between the observed age gradient and tape recorder vertical velocities provides further evidence that the transport circulation is a very good approximation to the residual circulation and that the tracer-dependent transport terms are small in the real atmosphere.

The remaining panels of Figure 5.6 show the residual vertical velocity, \( w' \), averaged over \( \pm 20^\circ \), and the age gradient and tape recorder vertical velocities for all of the models. The age gradient velocities are calculated in the same way as for the observations, and the tape recorder velocities are a simple vertical derivative of the phase lag from Figure 5.3. The tape recorder velocities are plotted starting at the level of maximum amplitude for each model tape recorder rather than normalised to a common height as in Figure 5.3. The solid black line in each panel is the mean of the observed age gradient vertical velocity and the Schoeberl et al. (2008) tape recorder vertical velocity from ~90-25 hPa. Above and below that region the age gradient vertical velocity is used. The grey shaded region shows the corresponding uncertainties.

Of the ten models that have all three vertical velocity estimates, there is relatively good agreement between the three different upwelling calculations and good agreement with the observations for CMAM, GEOSCCM, MRI (which only has tape recorder results in the TLS), and WACCM. The differences between the tracer-derived vertical velocities and \( w' \) are relatively small for LMDZrepro and ULAQ, but as noted in Section 5.2.1.2, both show age gradient profiles that are significantly different than observed (though LMDZrepro agrees well with observations in the TMS). CNRM-ACM has very fast tracer-derived vertical velocities, which differ significantly from \( w' \). CAM3.5 shows significant differences between the age gradient vertical velocity, which is considerably faster than observed, and the tape recorder and residual circulation vertical velocities, which compare well to the observations. SOCOL and NiwaSOCOL also have large differences between the tracer-derived velocities; the tape recorder velocity is much faster than observed, while the age gradient velocity is just outside the range of observational uncertainty in the TLS and compares fairly well to the observations in the TMS. Despite very similar tracer-derived vertical velocities, SOCOL and NiwaSOCOL have very different \( w' \) profiles, with SOCOL’s \( w' \) agreeing very well with the observed tracer velocities and NiwaSOCOL’s \( w' \) being much faster than any other model’s; see also Figure 4.9. EMAC and E39CA do not have an age tracer. EMAC shows very good agreement between its tape recorder vertical velocity and \( w' \) as well as very good agreement with the observations. The E39CA tape recorder has a layer of infinite phase speed (zero phase lag) above the tropopause, but shows rel-
Figure 5.6: Comparison of the tropical vertical velocities derived from the tape recorder (TR) and mean age gradient (AG), as well as model residual vertical velocities, \( w^* \). The top left panel shows \( w \) calculated from the observed AG with uncertainties, \( w \) calculated by Schoeberl et al. (2008) for the combined HALOE-MLS TR with uncertainties, and \( w \) calculated as a simple vertical derivative of the phase lag of the HALOE TR. The remaining panels show \( w^* \), averaged over ±20°, and the AG and TR \( w \)'s where available for all of the models. Tape recorder \( w \)'s are represented by large dots where the adjacent levels give infinite phase speeds. The solid black lines and grey shaded regions in the model panels are an average between the observed AG and Schoeberl et al. (2008) TR \( w \)'s and uncertainties between 90 and 25 hPa. Above and below those levels, the observed AG \( w \) and uncertainties are used.
relative agreement between the age gradient vertical velocities and $w^*$, both of which are very slow in the TLS relative to the observations. The residual vertical velocity could not be obtained for AMTRAC3, CCSRNIES, UMETRAC, and UMSLIMCAT. The tape recorder and age gradient vertical velocities agree very well in AMTRAC3, and are very fast compared to the observations in the TLS. The age gradient vertical velocity is also too fast in UMETRAC just above the tropopause, but then agrees very well with observations throughout the rest of the domain. UMSLIMCAT has a layer of infinite phase speed, but overall there is reasonable agreement between the tape recorder, age gradient, and observed velocities in the TLS. In the TMS the age gradient vertical velocity in UMSLIMCAT is much faster than observed. The only vertical velocity available from CCSRNIES is from the TLS tape recorder, which has a layer of infinite phase speed below 90 hPa but then agrees well with observations.

The multi-model mean (MMM) residual vertical velocity and age gradient vertical velocity are fairly consistent with each other and agree closely with observations. The MMM tape recorder vertical velocity was calculated using only the 8 models whose tape recorders could be analysed throughout both the TLS and TMS (the infinite phase speed at the lowest level in E39CA is not included in the mean). It reflects the very fast tape recorder velocities of SOCOL and NiwaSOCOL, and is significantly faster than observations and than the other models’ vertical velocities. Overall, the models present a consistent, coherent picture with respect to the transport circulation: when the tracer-derived vertical velocities agree with one another, they also agree with the observed residual vertical velocity; when there are differences between the tracer-derived vertical velocities, they also differ substantially from the residual circulation, indicating a substantial role for tracer-dependent terms in the transport circulation.

### 5.2.2. Tropical-Midlatitude Mixing

#### 5.2.2.1 Tape Recorder Amplitude

The tape recorder amplitude decays with height due to both vertical diffusion and dilution by mid-latitude air. Vertical diffusion plays a modest role in the decay from 19-24 km, where ascent rates are slow and the tropics are relatively isolated, but dilution accounts for most of the attenuation of the observed signal (Mote et al., 1998; Hall et al., 1999). However, Hall et al. (1999) showed that diffusion can play a significant role in the attenuation of the water vapour tape recorder in models. Three of the models shown here (CNRM-ACM, SOCOL, and NiwaSOCOL) have tape recorder phase speeds that are considerably faster than $w^*$, indicating that they may be in the “high diffusion” regime described by Hall et al. (1999), in which case diffusion can account for a large portion of the amplitude attenuation. Nevertheless, most of the models have $c \approx w^*$, indicating that they are in the “low diffusion” regime and thus the attenuation is a measure of dilution by mid-latitude air.

Figure 5.3 shows the vertical profile of the decrease in the peak-to-peak amplitude of the tape recorder water vapour anomalies relative to the maximum peak-to-peak amplitude for the models and for HALOE observations. For a given dilution profile, rapid ascent will result in less attenuation of the signal than slower ascent. To isolate the effect of mixing between the tropics and mid-latitudes as much as possible, the influence of the phase speed on the amplitude attenuation is removed by evaluating the scale height of the amplitude decay, $H$, relative to the vertical wavelength ($\lambda = c \cdot t^*$ year), so that the metric is $R = H/\lambda$, which provides a better measure of the dilution rate than $H$ itself. As in WE08, $H$ is determined by an exponential fit to the HALOE observations and the models, with the relative amplitude $A/A_0$ described by $\exp(-z/H)$. As with the phase speed, separate fits are applied in the TLS and TMS and the maximum and minimum values of $R$ are used as an additional measure of uncertainty so that the denominator of the WE08 metric becomes $(R_{\max} - R_{\min}) + 3\sigma$. $R_{\max}$ is given by $H_{\min}/C_{\min}$, where $H_{\max}$ is the maximum scale height that can be fit to the observations (i.e., the exponential passes through the largest residual of the fit in each region), and $c_{\min}$ is as defined in Section 5.2.1.1. $R_{\min}$ is likewise equal to $H_{\max}/C_{\max}$. An observational uncertainty of 20% is estimated for $R$, similar to the value used by WE08.

Figure 5.4 shows $H$ (left panels) and $R$ (right panels) for the observations and for the models. The observational values of $H$ are 5.3 km in the TLS and 10.0 km in the TMS, corresponding to $R$ values of 0.5 and 0.9, respectively. These values are in good agreement with Hall et al. (1999). The light grey shaded areas in Figures 5.3 and in the left panels of 5.4 show $H_{\max}$ and $H_{\min} \pm 1\sigma$ in each region (with $\sigma$ estimated as 20%, as for $R$). The shaded regions in the right panels of Figure 5.4 show $R_{\max}$ and $R_{\min} \pm 1\sigma$. $R$ was not calculated for the CCMVal-1 models in Eyring et al. (2006), and it is difficult to compare the differences in the amplitude attenuation given the differences in phase speed. However, most CCMVal-1 models attenuated the tape recorder signal too strongly despite all having fast phase speeds, indicating too much dilution by mid-latitude air and/or too much vertical diffusion. Here also, most of the models attenuate the signal too quickly in the TLS compared to the observations ($R < R_{\text{obs}}$). CMAM, EMAC, GEOSCCM, and ULAQ are the best performing models. All other models have values of $R$ near or outside of the range of uncertainty in the measurements. For mod-
els with $c \approx w^*$, this indicates too much mixing across the subtropics. In the TMS, WACCM is the best performing model. CMAM has extremely isolated ascent relative the observations, with an $R$ value of 5.2. All of the other models have $R$ values less than the observations, ranging from $-0.6$ (AMTRAC3 and EMAC) to less than 0.35 (E39CA, NiwaSOCOL, and SOCOL), again indicating too much tropical-extra-tropical mixing and/or vertical diffusion for this limited set of models. The GEOSCCM tape recorder amplitude was not evaluated in the TMS because it increases with height over part of this region. GEOSCCM carries precipitable water too high into the stratosphere, and the increase in amplitude results from re-evaporation of condensed water.

### 5.2.2.2 Tropical CH$_4$ Vertical Gradient

Methane is long-lived in the lower and middle stratosphere but is destroyed by O(1D), OH and Cl radicals in the upper stratosphere; its annual-average photochemical lifetime is one year at 3 hPa and increases rapidly with decreasing altitude. Thus, below 3 hPa there is almost no photochemical loss and the profile’s vertical gradient is primarily controlled by the balance between ascent and quasi-horizontal mixing across the subtropics. This diagnostic tests the ability of the models to represent the observed balance between these two processes, but, like the tape recorder amplitude, it is sensitive to vertical diffusion. The models are evaluated in two seasons using 9 years of HALOE CH$_4$ from 10°S-10°N. At the lowest level of the HALOE observations (68 hPa), 10 years of seasonal mean model output are normalised to the 9-year tropical mean HALOE observations (68 hPa), 10 years of seasonal mean profiles. Many models reproduce the profiles fairly well. The bottom panel of Figure 5.7 shows that the models perform about equally well in the TLS and TMS. The spread of model performance is greater during JAS than during JFM, especially in the middle and upper stratosphere. A direct comparison to CCMVal-1 is difficult because Eyring et al. (2006) showed CH$_4$ profiles for March. However, it appears that the spread in model performance has decreased. Approximately the same percentage of the models show good agreement with the observations in the two assessments, but the worst-performing models are much closer to the observations in CCMVal-2 than in CCMVal-1.

It is possible to infer information about mixing in the models and compare it to the results from the tape recorder attenuation by using the ascent rate information from Section 5.2.1 and accounting for the tendency for rapid (slow) vertical transport to decrease (increase) the vertical gradient of CH$_4$ for a given tropical-mid-latitude mixing profile. The TLS and TMS definitions used here (~18-24 km and ~24-32 km) differ somewhat from the altitude ranges used in the tape recorder attenuation analysis (~17-21 km and 21-27 km, respectively, depending on the location of the water vapour minimum), but in most cases the overall behaviour of the CH$_4$ profile in each region does not depend strongly on the exact altitudes used and there is consistency between the two diagnostics. CNRM-ACM, SOCOL, and NiwaSOCOL match the observed CH$_4$ gradients well. This is not necessarily inconsistent with their very strong attenuation of the tape recorder signal, given that they may have significant vertical diffusion. However, the comparison between mixing diagnostics is difficult, both because of the direct impact of vertical mixing on tracers and because diffusion generates inconsistencies in the estimates of vertical velocity. Of the remaining 12 models that have output for both diagnostics in the TLS, all but two (EMAC and ULAQ) show qualitative agreement between the tape recorder and CH$_4$ mixing diagnostics. In both EMAC and ULAQ, the TLS CH$_4$ gradients are much stronger than observed, indicating too much mixing, while the tape recorder signal closely matches the observations. The differences in the diagnostics do not appear to be related to the differences in TLS altitudes. Three models (AMTRAC3, CMAM, and E39CA) show significant differences between the mixing inferred from the CH$_4$ gradients and that inferred from the tape recorder signal in the TMS. The tape recorder analysis implies too much mixing for AMTRAC3 and E39CA and almost no mixing for CMAM. The CH$_4$ gradients, on the other hand, indicate that CMAM and E39CA have good mixing and AMTRAC3 has too little. For AMTRAC3 and CMAM, which have the output available for the tropical age and N$_2$O PDF mixing diagnostics, the results of the CH$_4$ analysis are supported by the

---

Figure 5.7 shows HALOE and model CH$_4$ tropical seasonal mean profiles. Many models reproduce the profiles fairly well. The bottom panel of Figure 5.7 shows that the models perform about equally well in the TLS and TMS. The spread of model performance is greater during JAS than during JFM, especially in the middle and upper stratosphere. A direct comparison to CCMVal-1 is difficult because Eyring et al. (2006) showed CH$_4$ profiles for March. However, it appears that the spread in model performance has decreased. Approximately the same percentage of the models show good agreement with the observations in the two assessments, but the worst-performing models are much closer to the observations in CCMVal-2 than in CCMVal-1.
Figure 5.7: Tropical (10°N-10°S) CH₄ profiles from all CCMs in two seasons compared to HALOE mean profiles. Diamonds show the HALOE mean CH₄ profile for Jan-Feb-Mar (top panels) and Jul-Aug-Sep (bottom panels). The black dashed line is the profile from the multi-model mean (MMM). The grey shading shows the 1σ range of the observations. The bottom panel compares the model scores for the gradient of the CH₄ profile in the LS versus the scores in the MS.
other mixing diagnostics.

Three models did not have the output for the tape recorder analysis (UMETRAC, UMUCKA-METO, and UMUCKA-UCAM) and eight others have tape recorder output but could not be evaluated in the TMS (CAM3.5, CCSRNIES, CNRM-ACM, GEOSCCM, LMDZrepro, MRI, ULAQ, and UMSLIMCAT). CNRM-ACM is discussed above. UMETRAC was found to have very good ascent using the age gradient diagnostic, and its CH4 gradients are good in both the TLS and TMS, indicating good mixing across the subtropics in both regions. The CH4 profiles in the UMUCKA models fall off very rapidly in the TLS, consistent with their very slow ascent. No additional information can be inferred about their tropical-extra-tropical mixing. In the TMS their CH4 profiles show much better agreement with observations, indicating too little mixing given their slow circulations. GEOSCCM, LMDZrepro, and MRI have good TMS tracer-derived ascent rates. The TMS CH4 gradients are too weak in GEOSCCM and LMDZrepro, indicating too little mixing, and too strong in MRI, indicating too much mixing. ULAQ has relatively fast age gradient ascent in the TMS. Its CH4 profile matches the observations in JFM, suggesting too much mixing, but the gradient is much weaker in JAS, which is consistent with the fast ascent. CAM3.5 and UMSLIMCAT have very fast TMS age gradient ascent rates. The CH4 gradients are very weak in CAM3.5, while UMSLIMCAT matches the observations fairly well. This suggests too much tropical-extra-tropical mixing (particularly in CAM3.5) given the rapid tropical ascent. However, while the residual vertical velocity was not available for UMSLIMCAT, the difference between the age gradient ascent and \( \tilde{w} \) is large in CAM3.5, which points to the possible importance of vertical diffusion. CCSRNIES has no TMS ascent diagnostics. Its CH4 profiles fall off too quickly with height in the TMS, indicating too much mixing across the subtropics unless the ascent is very slow. The MMM CH4 gradient is slightly strong in the TLS and slightly weak in the TMS but shows overall good agreement with the observations, suggesting only small net biases in tropical-extra-tropical mixing.

### 5.2.2.3 Tropical Mean Age

The top left panel of Figure 5.5 shows the tropical (10°S-10°N) annual mean age profile for the CCMs, plotted with the mean age derived from CO2 (black squares) and SF6 (black diamonds with ±25% error bars) (Andrews et al., 2001). The tropical mean age reflects the combined effects of large-scale ascent, vertical diffusion, and horizontal mixing across the subtropics. In the TLS, the mean age is a relatively local diagnostic of the circulation and mixing, but understanding a model’s age becomes more complicated higher up in the tropics, where the integrated effects of transport below make it more difficult to diagnose reasons for deviations from the observations. Furthermore, the influence of in-mixing of mid-latitude air varies with height since the age difference increases in the TLS and decreases in the TMS.

The models are evaluated at four pressure levels in the TLS (90, 80, 70, 50 hPa) and TMS (30, 20, 15, 10 hPa), and the score for each region is the average of the scores and individual pressure levels. Most of the models have younger mean ages than the observations; they do not reproduce the rapid increase in mean age from 60 to 30 hPa, which causes an offset in the profiles throughout the TMS. Seven models fall outside the range of observational uncertainty (AMTRAC3, UMETRAC, CNRM-ACM, NiwaSOCOL, SOCOL, UMUCKA-METO, and UMUCKA-UCAM). The UMUCKA models have older than observed air throughout the tropical stratosphere, reflecting their very slow tracer ascent rates. However, they match the shape of the observed profile from 60 to 15 hPa, suggesting, in agreement with the CH4 profiles, that their mean ages in this region reflect a balance between slow ascent and very little mixing. The remaining five models have very young mean ages, and all except UMETRAC have very fast tracer-derived vertical velocities over some or all of the altitude range considered. Furthermore, there are indications that three of these models (CNRM-ACM, NiwaSOCOL, and SOCOL) may have excessive vertical diffusion. AMTRAC3’s young mean ages in the TLS are consistent with its apparently rapid ascent, but it becomes progressively younger than the observations all the way up to 20 hPa despite very good ascent rates in the TMS. The CH4 gradients from AMTRAC3 suggest, in disagreement with the tape recorder analysis, that there is too little in-mixing from mid-latitudes in the TMS. The age profile supports that conclusion. UMETRAC, which diverges from AMTRAC3 in the TMS and maintains a relatively constant offset from the observations, has CH4 gradients that are much closer to observed than AMTRAC3.

Of the eight models that generally fall within the range of observational uncertainty, CAM3.5 and UMSLIMCAT have relatively good tropical mean ages that must reflect a balance between rapid net vertical transport and excessive tropical-extra-tropical mixing. LMDZrepro and ULAQ have fairly complicated ascent and mixing profiles and the tropical ages do not provide any clear indication of mixing. CMAM, GEOSCCM, MRI, and WACCM have both good tropical mean age and good ascent rates. GEOSCCM and WACCM have too little tropical-extra-tropical mixing in the TMS, which likely contributes to their slightly young ages. As with AMTRAC3, the CMAM age profile shows agreement with the CH4 gradients rather than the tape recorder analysis. The complete lack of TMS mixing implied by the tape recorder attenuation would likely yield considerably younger ages than seen here. MRI has the best tropical mean age profile despite diagnostics that indicate that it
has significantly greater than observed tropical-extra-tropical mixing. However, the fact that MRI has older ages than any of the other models with good ascent is consistent with it having more mixing than the other models. The MMM tropical mean age profile closely matches the profile of this cluster of models with good performance; the models with poor performance largely cancel each other out.

5.2.2.4 Tropical-Midlatitude \text{N}_2\text{O} PDFs

\text{N}_2\text{O} is a long-lived tracer that decreases with height in the stratosphere. Its distribution is controlled by a balance between the large-scale circulation, which acts to steepen its isopleths, and stirring by wave activity, which acts to flatten its isopleths in the stirring region but produces very strong gradients at its edges. Probability distribution functions of satellite measurements of long-lived tracers such as \text{N}_2\text{O} show multiple modes, with three modes in the winter hemisphere corresponding to the tropics, the well-mixed surf zone, and the polar vortex, and two modes in the summer hemisphere corresponding to the tropics and the extra-tropics (Sparling, 2000; Neu et al., 2003). The minima between the modes correspond to the strong tracer gradients marking the transitions between tropical and extra-tropical air and between the mid-latitudes and the polar vortex. PDFs of \text{N}_2\text{O} have been used to assess the ability of models to reproduce tropical isolation in the middle and upper stratosphere (Douglass et al., 1999; Strahan and Douglass, 2004; Gray and Russell, 1999). Douglass et al. (1999) used CLAES data on isentropic surfaces between 10°S and 45°N to construct \text{N}_2\text{O} PDFs to benchmark the performance of the GMI-CTM. An inability to maintain the separation and the depth of the minimum between the tropical and mid-latitude modes indicates that a model has too much tropical-extra-tropical mixing, which acts to homogenize the distribution.

Recent MIPAS and MLS observations of \text{N}_2\text{O} are used to determine the ability of the models to maintain the correct tropical isolation. The MIPAS \text{N}_2\text{O} data are a product of the Institute of Meteorology and Climate Research in Karlsruhe (IMK), updated from Glatthor et al. (2005) for the period July 2002 to March 2004. The data has a small positive bias below 25 km (Gabriele Stiller, personal communication). The MLS data cover the years 2004 to present (Lambert et al., 2007). Because the observational periods are relatively short and do not overlap, there are differences between the two data sets that are related primarily to QBO variability. By combining the data and using the differences between the observations to define the uncertainty, the influence of the QBO on the analysis is minimised. The models are evaluated at three isentropic levels (600 K, 800 K, and 1000 K; ~24-34 km) in each hemisphere using seasonally-averaged PDFs at the locations and seasons that MIPAS and MLS both indicate a bimodal distribution. The quantitative assessment of the PDFs is based on how well they reproduce the observed separation and relative amplitudes of the modes of the distribution.

Observations and model output are processed in the same way. Instantaneous profiles are binned according to season and isentropic level for each hemisphere (NH: 10°S-45°N; SH: 45°S-10°N). All available data for the observational periods of each instrument are used. The model analyses use instantaneous data from the most recent 4-5 years of the REF-B1 integrations. The characteristics of the PDFs do not tend to be very sensitive to the chosen period. To remove any bias in the \text{N}_2\text{O} mixing ratio, the PDFs are re-scaled to give a mean value of zero for the distribution. The relative maximum on each side of zero is determined. To determine whether the maxima are well separated, the sensitivity of the location of the maxima to small offsets with respect to zero are tested. If the same maxima are detected, it is assumed that the maxima are well separated, and the relative amplitude (ratio of the right hand peak over left hand peak amplitude) and peak-to-peak separation (difference between the \text{N}_2\text{O} values for the right peak minus the left peak) are calculated.

The uncertainty is estimated by calculating the relative difference between MIPAS and MLS, so that the metric is

\begin{equation}
1 - \frac{|X_{\text{mod}} - X_{\text{obs}}|}{n|X_{\text{MIPAS}} - X_{\text{MLS}}|},
\end{equation}

with \(X_{\text{obs}}=(X_{\text{MIPAS}}+X_{\text{MLS}})/2\), for each hemisphere at each isentropic level during each season. The separation is generally easier to capture than the relative amplitude and can be tested more stringently, so \(n=1\) is used for the separation and \(n=2\) for the relative amplitude. If the model does not have a bimodal PDF, it scores zero. The final grade of the model is averaged over both hemispheres for all of the isentropic levels and seasons in which MIPAS and MLS both show unambiguously bimodal distributions (12 out of a possible 24).

Figure 5.8 shows the \text{N}_2\text{O} distribution as a function of potential temperature in the NH spring for the MIPAS and MLS observations and the 16 models that submitted the necessary output for this diagnostic. While this figure illustrates model behaviour for only one season and hemisphere, it provides a good example of model performance. CAM3.5 and ULAQ do not show a good barrier to subtropical mixing. All other models have clearly bimodal distributions at most levels 600 K-1000 K. However, CCSR/NIES, EMAC, and UMSLIMCAT do not show enough separation between the tropical and mid-latitude peaks at many levels, while GEOSCCM, UMUCKA-UCAM, UMUCKA-METO, and WACCAM show too much separation. Figure 5.9 shows the PDFs for NH and SH spring at a single level (800K, ~10 hPa). While there are significant differences between the NH and SH in both the
observations and the models, the model behaviour is generally consistent in the two hemispheres. Exceptions are CAM3.5, which does not have a bimodal distribution in the NH but shows a clearly bimodal distribution in the SH (though the peaks are not well-separated); LMDZrepro, which shows good separation between the peaks in the NH but too much separation in the SH; and WACCM, which shows too much separation between the peaks in the NH but very good agreement with observations in the SH. On average, AMTRAC3, CMAM, GEOSCCM, LMDZrepro,
SOCOL, NiwaSOCOL, and WACCM show very good performance and CAM3.5, MRI, and ULAQ show the poorest performance on this diagnostic. The results for SOCOL and NiwaSOCOL are somewhat surprising given that these two models were shown to have serious transport problems below ~26 km. However, the N$_2$O PDFs are evaluated from ~24-34 km, where these models show much better agreement with other observations.

5.3 Transport Diagnostics for the Extra-tropics

Trace gas composition in the extra-tropics is affected by many seasonally varying processes. At 70 hPa, the net vertical motion of the annually-averaged Brewer-Dobson circulation equatorward of 40° is upward while poleward of 40° it is downward (Rosenlof, 1995). Young air ascending in the tropics is exported to the mid-latitudes by extratropical planetary wave activity, which varies in strength with height and season. In summer, mixing between the mid- and high latitudes is weak because stirring by planetary wave activity is at a minimum. From late fall through early spring, the polar vortex forms, creating a barrier to transport between the mid- and high latitudes. Inside the vortex there is strong, largely unmixed descent, particularly in the Antarctic. In the mid-latitudes, meridional gradients are weak as a result of mixing by strong planetary wave activity (the ‘surf zone’), particularly in the NH. The extra-tropical diagnostics presented here cannot isolate and evaluate the effects of a single process, rather, they evaluate the net effect of multiple transport processes. Taken together, these diagnostics evaluate the integrated effects of transport on extra-tropical trace gas composition.
5.3.1 Integrated processes affecting extratropical composition

5.3.1.1 Mid-latitude Mean Age

Mid-latitude mean age is influenced by the ascent rate in the tropics, the strength of mixing across the subtropical barrier, and the strength of polar descent and degree of vortex isolation. In Section 5.2.1.2, mid-latitude mean ages between 10-90 hPa derived from balloon-borne CO$_2$ and SF$_6$ profiles from 35°N-45°N (Engel et al., 2009) were combined with tropical mean age profiles to assess tropical ascent rates. The NH mid-latitude mean age is evaluated on 4 levels in the LS (50-90 hPa) and 4 in the MS (30-10 hPa). In the SH, the only mid-latitude mean age data available are for ~50 hPa (Figure 5.5, lower right panel); these data are used in the calculation of the average mean age grade, defined in the Section 5.5.2. The essential features of the NH mid-latitude mean age profile are a rapid increase in age from 1 to 4.5 years through the LS and nearly constant age from 24-32 km (~30-7 hPa). Below 70 hPa, most models fall within the uncertainties of the observed mean age, but above 40 hPa, 10 CCMs have ages completely outside the 1σ uncertainty range. Eight are too young and two are too old. AMTRAC3, CNRM-ACM, NiwaSOCOL, and SOCOL have the youngest LS mid-latitude age profiles. CAM3.5, UMETRAC, and UMSLIMCAT are slightly older but still 1-1.5 years younger than the observationally-derived profiles shown in Figure 5.5. Many of these models have been diagnosed with fast tracer-derived tropical ascent and some have indications of excessive vertical diffusion, both of which likely play a role in their young mean ages here. CMAM, GEOSCCM, and MRI have the best agreement over the entire altitude range. WACCM is slightly young and ULAQ shows mixed agreement with altitude. The two UMUKCA models are 1-1.5 years older than observed, and their age is explained by slow tropical ascent.

The agreement between models and observations in the SH mid-latitudes is very similar: The same four models plus UMETRAC have the youngest ages as in the NH mid-latitude comparison. The two UMUKCA models are ~2 years older than the observations indicate. CMAM is slightly young, but the remainder of the models show good agreement. Mid-latitude mean age grades play an important role in calculating each model’s globally averaged mean age grade (Section 5.5.2).

5.3.1.2 Fractional Release of Cl$_y$

The fractional release of a long-lived source gas such as CF$_2$Cl$_2$ (CFC-12) or CFCl$_3$ (CFC-11) is a measure of how much of the source gas has been photolysed or oxidised since entry in the stratosphere. It is defined as $f = (1 - X/X_{\text{entry}})$ where $X$ is the mixing ratio at a particular location and $X_{\text{entry}}$ is the value at the time of stratospheric entry. As CFC photolysis rates are a function of altitude and latitude, fractional release depends strongly on transport pathways in a model. Schaufler et al. (2003), using trace gas measurements made by instruments on the ER-2 during the NASA SOLVE campaign, show a compact relationship between the mean age of air and the fractional release for CF$_2$Cl$_2$ and CFCl$_3$. This compact relationship is robust in the lower stratosphere, and does not depend on the latitude and altitude of the measurements up to the maximum altitude of the ER-2 (~50 hPa). The mean age of a parcel is the average over all of the elements (i.e., transport pathways) that contribute to the parcel in question. Hall (2000) shows that in general, elements with older ages have ascended to higher altitudes, experiencing more rapid photolysis of long-lived gases than elements that have not been transported above the ozone maximum. Douglass et al. (2008) show that the local mixing ratio (and thus the fractional release) depends on the maximum altitude obtained by various elements of the age spectrum. The simulated relationship between fractional release and mean age thus depends on several aspects of the simulation, including the age spectrum, the maximum altitude reached by the older elements in the age spectrum, and the photolysis field.

The simulations analysed by Douglass et al. (2008) all used the same photolysis code, and differences in the simulated relationships between fractional release and mean age were clearly the result of differences in transport. Because the simulations analysed here did not use a common set of photolysis rates, and some use a parameterised fractional release rate based on age of air, a quantitative transport diagnostic cannot be calculated; differences in photolysis and transport both contribute to differences in the fractional release relationship. In general, simulations with greater values of fractional release for a given mean age can be thought of as having more photolytic loss, and, since the atmospheric burden of CFCs is almost completely controlled by the tropospheric burden and the boundary conditions, these simulations are associated with shorter CFC lifetimes. The evolution of active chlorine in these models would differ widely if they employed flux boundary conditions (controlling the atmospheric input) rather than mixing ratio boundary conditions (controlling the atmospheric burden).

Ten CCMs had the necessary CFC and mean age output for this diagnostic. The simulated relationship between fractional release and mean age is shown for CF$_2$Cl$_2$ and CFCl$_3$ in Figure 5.10. For CNRM-ACM, MRI, SOCOL, and WACCM, the simulated values of fractional release for CF$_2$Cl$_2$ are significantly greater than observed for a specified mean age. Since fractional release is strongly altitude
dependent, the curves falling to the left of the observations suggest that these models quickly transported air to high altitudes. For CNRM-ACM and SOCOL, this is consistent with diagnoses of fast net vertical transport in Section 5.2. However, LS ascent in MRI and WACCM was found to be fairly good, so differences in photolysis rates may play a role; see Chapter 6.3.1 for details. Interestingly, MRI is the only model to have nearly identical fractional release curves for CF$_2$Cl$_2$ and CFCl$_3$, while the empirical curves (Figure 5.10) show CFCl$_3$ to be released at much younger mean ages than CF$_2$Cl$_2$. This suggests that MRI may use the CFCl$_3$ photolysis rate for CF$_2$Cl$_2$.

Models that have young mean age at all latitudes in the lower stratosphere do not span the same range of observed mean ages (1-4.5 years); this is seen in CAM3.5, CMAM, CNRM-ACM, and SOCOL. Only UMUKCA-METO has curves falling to the right of the observations, meaning less photolysis of CFCs for a given mean age. This is consistent with the diagnosis of slow ascent, implying long transport times to high altitudes. The models that best show the observationally-derived relationship between fractional release and mean age are CMAM, GEOSCCM, LMDZrepro, and ULAQ. It is interesting that LMDZrepro agrees poorly at young ages – this is consistent with very slow ascent rates diagnosed from the age gradient in the lowest levels of the tropics. For CFCl$_3$, all of the models except MRI respond in the correct sense, i.e., fractional release values for a given mean age are larger than for CF$_2$Cl$_2$, given the more rapid photolysis rate for CFCl$_3$.

5.3.1.3 Northern mid-latitude Cl$_y$ time series

This diagnostic evaluates the time evolution of the annual mean inorganic chlorine (Cl$_y$) in the NH mid-latitude LS. As described in the previous section, Cl$_y$ in the mid-latitude lower stratosphere depends on the photolysis rates of the major organic species, such as CFC-11 and CFC-12, and on the mean age of air because it is an indicator of the

Figure 5.10: Fractional release of inorganic Cl (Cl$_y$) as a function of mean age of air in the lower stratosphere, where mean age was derived from CO$_2$ measurements. The observations used include a large suite of chlorine-containing organics and CO$_2$, measured simultaneously by ER-2 instruments. Schauffler et al. (2003) derived the empirical relationship between fractional release of Cl from these species and mean age and their results, including uncertainties, are plotted with large crosses. Model curves that are steeper than observed indicate that more Cl$_y$ is released for a given mean age than observed. If all models use the same photolysis rates, this diagnostic reflects only differences in transport.
maximum altitude to which a parcel has travelled. If the same photolysis rates were used in all CCMs, Cl_y would be a diagnostic that compares only transport between the models; however, this is not the case for all the CCMVal-2 models. The disagreement between the models and the observations depends on both the photolysis fields and transport differences.

The estimates of observed Cl_y are based on an analysis of UARS HALOE and Aura MLS HCl measurements (Lary et al., 2007). The observed mean values and uncertainties are the same as those used in WE08. The vortex grade is the average of the comparisons in October 1992 and 2005, and the mid-latitude grade is the average of 7 annual means. In the models, all chlorine comes from long-lived source gases emitted at the surface, primarily CF_2Cl_2 and CFCl_3, but other HCFC and CFC species contribute nearly 50% of the total Cl emitted. Maximum Cl emissions occurred in the mid-1990s and equaled roughly 3.7 ppb Cl.

Figure 5.11 shows the time series of annual mean zonal mean (35°N-60°N) Cl_y at 50 hPa for 18 models and the observations. All models show increasing Cl_y from 1960-1990, and all but UMUKCA-METO show Cl_y leveling off by the mid- or late 1990s in the lower stratosphere. (The UMUKCA-METO increase in the late 1990s and its high Cl_y mixing ratio are caused by a known error in the model’s HCl washout; see Chapter 2.) The observations cover the time period from 1992 until 2004 with values between 1.7 and 1.9 ppb. There is considerable model spread, but nearly all models fall within the uncertainty of the measurements. CAM3.5 is the only model that is consistently below the uncertainty range of the observations; it has young mid-latitude mean age but a good fractional release curve, so the low Cl_y may simply reflect young age. Young mid-latitude mean age may also be to blame for low Cl_y in AMTRAC3. CMAM Cl_y is also quite low, only getting within the uncertainty range for a few years, which is surprising given its good mean age and reasonable fractional release curves. MRI and UMUKCA-UCAM are the only models with Cl_y consistently higher than observed, lying outside the uncertainty range in most years. For the
latter this may be related to very old mid-latitude mean age that has permitted air parcels more time for photolysis, but for MRI, which has good mid-latitude mean age, the high Cl\textsubscript{y} may indicate a chemical problem. The MRI CFC-12 fractional release curve (Figure 5.10) lies well to the left of the observations, indicating much greater photochemical release of Cl for a given mean age.

This diagnostic was applied to CCMVal-1 models in WE08. CCSRNIES, LMDZrepro, and UMSLIMCAT have virtually the same mid-latitude Cl\textsubscript{y} as they did in CCMVal-1. CMAM, SOCOL, ULAQ, and WACCIM all increased a few tenths of a ppb since CCMVal-1, improving their agreement with observations. GEOSCCM also increased slightly but its agreement is the same. In CCMVal-1, MRI was too high and its Cl\textsubscript{y} increased in the 2000’s instead of levelling off. Now it levels off appropriately but it is still too high by ~0.5 ppb in the 2000’s. AMTRAC3 was unrealistically high, 3 ppb, but is now slightly lower than observed (~1.6 ppb). E39CA was ~1 ppb low in CCMVal-1 but now agrees very well with observations. However, E39CA’s Cl\textsubscript{y} cannot be evaluated as a transport diagnostic because the abundance is influenced by the Cl\textsubscript{y} boundary condition imposed at the model lid (10 hPa).

### 5.3.1.4 N\textsubscript{2}O annual cycle in the LS

This diagnostic assesses whether a model represents the observed balance of seasonally varying transport processes affecting the mean composition of air in the descending branch of the Brewer-Dobson circulation at 50 and 100 hPa. In the extra-tropics, increasing N\textsubscript{2}O in spring and summer is the result of quasi-horizontal transport of young air from low latitudes, while decreasing N\textsubscript{2}O in fall and winter shows the influence from descending, photochemically aged air. The balance of these transport processes is evaluated using monthly mean changes in the mean extratropical N\textsubscript{2}O. Monthly tendencies are computed using the zonal monthly area-weighted means of Aura MLS N\textsubscript{2}O at 50 and 100 hPa between 45°-89° in each hemisphere, averaged over a 4-year period (9/2004-8/2008). The models’ outputs are normalised to a surface value of 320 ppb for consistency with the Aura MLS data set used. Because MLS N\textsubscript{2}O has a vertical resolution of ~3 km, it was uncertain whether a model diagnostic calculated from only a single level would accurately reflect the vertical sensitivity of the MLS measurements. As an experiment, model levels above and below the MLS levels were combined in a weighted average reflecting the sensitivity of MLS retrieval to nearby pressure levels (Livesey et al., 2007). It was found that this averaging was unnecessary and that models’ monthly trends were nearly the same as when calculated using a weighted mean on a single pressure level (50 or 100 hPa). Model behaviour is evaluated with monthly tendencies and the overall grade reported is the mean of 12 monthly grades. The standard deviations were calculated for each monthly mean from daily data and include interannual variability for the 4 years of MLS data used.

The N\textsubscript{2}O monthly tendencies for 50 hPa and 100 hPa from the models and MLS with 1σ uncertainty are shown in Figure 5.12 (SH) and Figure 5.13 (NH). The models’ performance at 50 hPa is remarkable: in both hemispheres, all models are able to realistically simulate the seasonal cycle. At 100 hPa in the NH, 15 models perform well while UMUKCA-METO, UMUKCA-UCAM, and GEOSCCM cycles indicate too much low latitude influence too early in spring. In the SH at 100 hPa, all models perform adequately in most months, although nearly all models miss the decrease in N\textsubscript{2}O in spring and the large increase that follows in early summer (December), suggesting that low N\textsubscript{2}O from the Antarctic vortex does not have enough impact at 100 hPa. The two UMUKCA models, EMAC, and ULAQ are the only models that produce the sharp rise in N\textsubscript{2}O seen in early summer, but they all start to increase two months early. The UMUKCA models may capture this feature because of the very old air found in the Antarctic vortex, which gives them unrealistically low N\textsubscript{2}O. When the vortex breaks down in late spring/early summer, the much younger low latitude air (i.e., with high N\textsubscript{2}O) has a larger impact on the mean value due to the large contrast in mixing ratios.

Overall, models behave very well at 50 hPa, and although they do not perform as well at 100 hPa, all models perform roughly the same there. The seasonal cycles are worst in the SH at 100 hPa, where most models lack a low latitude (quasi-horizontal) influence in early fall, as well as strong downward influence in mid-spring. This suggests that the strength of the circulation is too weak in the lowest levels of the SH stratosphere. While this diagnostic may be useful for identifying large problems in the seasonality or strength of the Brewer-Dobson circulation, in the case of the 18 CCMs evaluated here, this diagnostic shows that seasonality of the LS circulation is quite similar in all models.

#### 5.3.1.5 Mean age at 60°N/S

The mean age of air at 60° is influenced both by descent of older air (during fall and winter) and by horizontal mixing with mid-latitude (younger) air at a latitude that is generally outside the vortex. The observations used to derive the 60°N mean age were collected in all seasons and reflect both of these transport processes. The 60°S mean age was derived from observations between April and October, and thus has less influence from younger, low latitude air. The diagnostic is based on the mean ages and uncertainties from Andrews et al. (2001), and model mean ages are averaged over 55°-65° in each hemisphere. Low mean age
Figure 5.12: Area-weighted mean over 45°S-89°S of monthly mean N₂O tendencies at 50 hPa and 100 hPa. The monthly means and 1σ uncertainties for the observations, shown with black diamonds and dotted lines, are calculated from 4 years of Aura MLS N₂O observations. The mean annual cycle in the extra-tropics shows the seasonally varying balance between descent due to the Brewer-Dobson circulation and quasi-horizontal transport of young (high N₂O) air from the tropics. All models perform well for most of the year but show deficiencies in the austral spring.
Figure 5.13: Same as Figure 5.12, but for 45°N-89°N. All models perform very well at 50 hPa in the NH, but not as well at 100 hPa. The late winter/spring N₂O increase occurs earlier than observed in several models and all show a summer time decrease that occurs two months too soon. This may impact the seasonally varying composition of the lowermost stratosphere.
at high latitudes may be an indication of weak descent, poor vortex isolation, or fast circulation, all of which can lower mean age everywhere. The models’ results, shown in Figure 5.14, illustrate that the models perform equally well in both hemispheres.

Model and empirically derived mean age as a function of latitude at 50 hPa is shown in Figure 5.5. CNRM-ACM has the youngest age, 3 years or less at all latitudes. NiwaSOCOL, SOCOL, and AMTRAC3 are slightly older but are 1-1.5 years younger than observed at 60°. All four have polar ages outside the uncertainties and all except AMTRAC3 have indications of excessive vertical diffusion. The two UMUKCA models have been diagnosed with slow circulations and their mean ages are much greater than observed in both polar regions (> 6 years). The nine remaining models that can be evaluated fall within the uncertainty of the observations most of the time. The best mean ages are found in CAM3.5, CMAM, GEOSCCM, LMDZrepro, MRI, ULAQ, UMSLIMCAT, and WACCM.

Mean age at 60°N/S was not explicitly evaluated in CCMVal-1, however, comparison to Figure 10 in Eyring et al. (2006) shows that the bulk of the models have 60°N/S mean ages very similar to the age shown in this evaluation (Figure 5.5). The models with the most noticeable change at these latitudes are UMETRAC (was ~3 years, now has increased by ~0.5 year), MRI (decreased from ~6 years to ~4.5 years), and UMSLIMCAT (was > 5 years at 60°S but it now just under 4 years). These changes improved the agreement with observations for UMETRAC and MRI.

5.3.2 Polar processes

5.3.2.1 Antarctic Spring CH₄ PDFs

This diagnostic uses 9 years of Antarctic UARS HALOE CH₄ and temperature profiles to examine the degree of vortex isolation in early spring at 13 levels from 400 to 2000K (~68-1 hPa); it is similar to the vortex isolation diagnostic developed in Strahan and Polansky (2006). The HALOE data set used spans the period 1993 to 2001 and includes profiles from 68°S-78°S from October to mid-November. Because of HALOE’s small daily spatial coverage it is not possible to calculate an area-weight probability distribution function (PDF). The HALOE data shown are simply distributions of the observed mixing ratios within the noted latitude range, which is not uniformly sampled. The months chosen for this evaluation are constrained by the sampling pattern of the HALOE instrument and the UARS orbit; latitudes poleward of 60° are sampled only in two seasons per year in each hemisphere. The models are evaluated over a relatively large latitude range (50°-80°), so that a model having a particularly large vortex will not get a low score simply because the location of the barrier is equator-ward of 68°S. All models except EMAC show a transition to easterlies at 60°S occurring after October (see Figure 4.2), so this evaluation is made before vortex breakdown occurs. For EMAC, the October transition to easterlies occurs only in the upper stratosphere.

All HALOE high latitude CH₄ data from the 9-year period were interpolated to 13 isentropic surfaces and then binned to create the contoured distributions shown in Figure 5.15. Where the distributions are bimodal, the peak with the lower mixing ratio indicates vortex air, and the other peak identifies the most probable mid-latitude mixing ratio in this latitude range. PDFs for the models are calculated at each of 13 isentropic levels and are defined as bimodal if both peaks have a Gaussian shape. In Figure 5.15, the key features shown by the HALOE vortex distribution at 700 K and above are a lack of a vertical gradient, a narrow distribution, and low mixing ratios, all of which indicate very isolated descent and little interannual
variability. Below 700 K, bimodal distributions have deep minima, indicating that the vortex is isolated, but vortex air found at these levels has greater influence from younger air (i.e., higher CH$_4$).

The HALOE most probable value (MPV) profiles and those from 14 CCMs are shown in Figure 5.16. Grading is based on the difference between mid-latitude and vortex MPVs (MPV2-MPV1, or ΔMPV). When a model distribution has a single peak, ΔMPV is set to zero. Because interannual variability in the vortex is low, and the quantity evaluated is the difference between two measurement means, the HALOE ΔMPV uncertainty is quite low, probably less than 10%. The diagnostic identifies whether the mid-spring Antarctic vortex has an appropriate barrier to transport at 13 levels from 450-1300 K, based on the separation of the mid-latitude and vortex MPV profiles. At 400 K and above 1300 K, the distribution has only 1 peak and ΔMPV is zero. At 400 K the single peak distribution is

Figure 5.15: Contoured PDF of HALOE CH$_4$ data, 68°S-78°S, for the period mid-October to mid-November (first panel). Model PDFs are calculated from 50°S-80°S (see text). Yellow and red indicate the most probable values, blue is the least probable value. The HALOE distributions are bimodal from 450-1300 K, indicating low-CH$_4$ vortex air that is isolated from the mid-latitudes (the high CH$_4$ branch of the PDF). MRI model results (bottom right panel) are shown on pressure surfaces.
characteristic of vortex air, and at levels 1400 K and above, $\Delta MPV=0$ implies that spring planetary wave activity has eliminated the transport barrier, mixing vortex and mid-latitudinal air together. Vortex isolation is particularly important at levels where large spring-time $O_3$ loss occurs, so grading is divided into a LS grade for PSC-forming levels (400-700 K) and a middle and upper stratospheric grade above that (800-2000 K).

The CH$_4$ PDFs from 15 CCMs are shown in Figure 5.15. In the LS, CNRM-ACM, MRI, ULAQ show no evidence of a transport barrier. (MRI could only be evaluated on pressure surfaces, but its PDFs show single mode behaviour at all levels. It is highly unlikely the evaluation would be any different on isentropic surfaces.) CAM3.5, CCSRNIES, and EMAC show an LS barrier but with too little separation between MPVs. NiwaSOCOL and SOCOL have reasonable LS barriers at 500 K and above, but do not extend to 450 K. Poor agreement in the 450-550 K range can have a serious impact on a model’s ability to sequester high CH$_4$ inside the vortex. LMDZrepro has some LS barrier but the predominance of low CH$_4$ suggests the vortex is extremely large. A good LS barrier is found in AMTRAC3, CMAM, GEOSCCM, UMSLIMCAT, UMUKCA-METO, and WACCM.

In upper stratosphere around 1400 K, the observations show a shift from bimodal to single mode PDF. Some models do not maintain a vortex barrier to high enough levels (AMTRAC3 and CAM3.5) and some have a vortex that persists to very high levels in the upper stratosphere or lower mesosphere (CCSRNIES, LMDZrepro, UMUKCA-METO, and WACCM). The AMTRAC3 PDF is single mode above 1000 K, but the mixing ratios are much higher than observed, suggesting that the vortex above 1000 K broke down and became well-mixed with mid-latitude air by October. Although UMUKCA-UCAM did not submit the required output for this test, its circulation is very similar to UMUCKA-METO and probably has very similar vortex representation.

Because of large interannual variability in the Arctic vortex size and duration, the HALOE high northern latitude observations, primarily from March and April, do not regularly sample the vortex when it is well-isolated. These data cannot be used to derive a robust diagnostic of Arctic vortex isolation in late winter.

### 5.3.2.2 Antarctic September $N_2O$ profiles

This diagnostic assesses the integrated effects of descent and mixing deep in the vortex during the late austral winter. It uses 5 years of Aura MLS v2.2 $N_2O$ September observations from 80°S-88°S between 10-100 hPa (Livesey et al., 2007). From 10-68 hPa, the $N_2O$ accuracy is 9-14%, but 25% at 100 hPa. September was chosen for the analysis because descent that has been occurring since autumn is essentially complete, but in the lower stratosphere the vortex is still very strong and un-influenced by recent transport from lower latitudes. The observational uncertainties used are calculated from measurement accuracy and the interannual variability in the $N_2O$ data. The diagnostic is calculated on 7 pressure levels between 100 and 10 hPa; the reported grade is the average of grades from these levels.

Figure 5.17 shows the observed and model $N_2O$ September mean profiles in the Antarctic. Most of the CCMs fall within the one sigma uncertainty for many or all parts of the profile. Seven CCMs lie significantly further from the observations. CAM3.5, CCSRNIES, E39CA, NiwaSOCOL, and SOCOL have $N_2O$ mixing ratios much higher than observed, suggesting either insufficient vortex descent and/or insufficient isolation from mid-latitudes. In the cases of E39CA and CAM3.5, the high $N_2O$ is likely a consequence of their low lids (10 and 3 hPa, respectively). Insufficient isolation has been diagnosed for CAM3.5 and CCSRNIES. NiwaSOCOL and SOCOL show very good isolation except at 450 K, so their high $N_2O$ may be the...
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Figure 5.17: 18 CCM and observed profiles of N\textsubscript{2}O, 80°S-88°S, for September. The observed mean pro-
file (triangles) was derived from 5 years of September Aura MLS observations; the combined effects of
measurement uncertainty and interannual variability (1\sigma) are shown by the black dotted lines. The Sep-
tember N\textsubscript{2}O profile at these latitudes reflects the net
defect of descent and mixing that occurred in the vor-
tex during winter.

related to their overall low mean ages and may again reflect
excessive vertical diffusion. Both of the UMUKCA mod-
els have N\textsubscript{2}O much lower than observed, consistent with
very old mean age in the vortex.

5.3.2.3 Antarctic spring Cl\textsubscript{y} time series

The time evolution of Cl\textsubscript{y} for the Antarctic in October
was evaluated in WE08. The estimates of observed Cl\textsubscript{y} in
the Antarctic stratosphere are based on HCl measurements
from HALOE in 1992 (Douglass et al., 1995; Santee et al.,
1996) and from MLS on the Aura satellite in 2005 (WMO,
2007); the observations show evidence for the complete
conversion of Cl\textsubscript{y} (HCl and Cl\textsubscript{ONO}\textsubscript{2}) to Cl\textsubscript{Ox} in the deep
vortex by early October. By the end of October, Cl\textsubscript{Ox} has
converted back to HCl, not Cl\textsubscript{ONO}\textsubscript{2}, because the vortex
is denitriﬁed. Thus, the observed HCl mixing ratio in late
October can be used as an estimate of vortex Cl\textsubscript{y} (Douglass
et al., 1995). The uncertainties used for the Cl\textsubscript{y} estimates
are discussed in Eyring et al. (2006). Because the dates
and latitudes sampled by HALOE change every year, the
estimation of Cl\textsubscript{y} from HCl was only possible in 1992. In
all other years deep vortex air was not sampled during the
brief period when all Cl\textsubscript{Ox} has been converted to HCl. October vortex Cl\textsubscript{y} was estimated from Aura MLS HCl
data for 2005 only because of a radiometer failure in 2006.

The upper left panel of Figure 5.11 shows the evaluation
of October monthly mean model Cl\textsubscript{y} at 80°S in 1992 and
2005. The results reported represent the average of
the grades for both years, or only for the 1992 grade if the
simulation did not continue to 2005. Low Cl\textsubscript{y} in the vor-
tex can result from insufficient vortex isolation that allows
low Cl\textsubscript{y} from the mid-latitudes to mix into vortex, or from
a circulation that does not transport source gases to high
enough altitudes for the CFC photolysis necessary for Cl\textsubscript{y}
production.

Except the two UMUKCA models, all models show
a Cl\textsubscript{y} increase beginning in the 1980s that levels off by
the late 1990s. UMUKCA-UCAM ﬂattens in the early
2000’s, consistent with its mean age being several years
older than the other models, and UMUKCA-METO ap-
ppears to peak in 2005. The unusually high Cl\textsubscript{y} seen in
UMUKCA-METO (~3.9 ppb in 2006) is a result of a
known bug involving the treatment of HCl washout. MRI,
NiwaSOCOL, and SOCOL show extremely large interan-
nual variability and fall well below the observations. In the
case of NiwaSOCOL and SOCOL, both show good vortex
isolation except at 450 K, but have low mean ages due to
rapid net vertical transport, which could explain their low
Cl\textsubscript{y}. MRI has very good mean age, but its lack of a vortex
isolation except at 450 K, but have low mean ages due to
rapid net vertical transport, which could explain their low
Cl\textsubscript{y}. MRI has very good mean age, but its lack of a vortex
barrier (Figure 5.16) could explain the low Cl\textsubscript{y}. Most of the
models under-estimate the observations, but CNRM-ACM,
GEOSCCM, ULAQ, UMSLIMCAT, and UMUKCA-
UCAM fall within the uncertainty at both data points. The
very good agreement of CNRM-ACM with observations is
quite surprising given its poor Antarctic vortex isolation
(Figure 5.15) and very young age of air at high latitudes
(Figure 5.5). However, this CNRM-ACM result is consistent
with their fractional release behaviour (Figure 5.10),
which shows unusually large fractional release for a given
mean age. E39CA’s Cl\textsubscript{y} is slightly below the observations,
but as discussed in Section 5.3.1.3, E39CA Cl\textsubscript{y} cannot be
evaluated as a transport diagnostic.

Nearly all organic Cl from source gases has been con-
verted to Cl\textsubscript{y} by the time it reaches the upper stratosphere,
thus the Cl\textsubscript{y} time series at 1 hPa should be less than or
equal to the surface organic Cl time series lagged by sev-
eral years. In the REF-B1 scenario the maximum surface
Cl is less than 3.8 ppb. The bottom left panel of Figure 5.11
shows model Cl\textsubscript{y} time series at 1 hPa, 80°S. CCSRNIES,
NiwaSOCOL, SOCOL, and UMUKCA-METO all have
maximum Cl\textsubscript{y} greater than the surface boundary condi-
tion. The UMUKCA problem is reported to be caused by a
known HCl washout problem. If the source gas boundary conditions for Cl are correctly implemented in the other three models, these results imply a lack of local mass conservation for the Cl$_y$ family.

Antarctic Cl$_y$ was evaluated for 13 CCMs for CCMVal-1 using the same data sets shown here and was reported in WE08. Six models have essentially the same behaviour as seen in CCMVal-1: CCSRNIES, CMAM, EMAC, LMDZrepro, MRI, and UMSLIMCAT. AMTRAC3 was significantly too high in mid-latitudes and in the Antarctic but is now much lower and agrees much better with the mid-latitude observations. Five models, GEOSCCM, E39CA, SOCOL, ULAQ, and WACCM, all have higher Cl$_y$ and improved comparisons with observations. E39CA prescribes an upper boundary condition for Cl$_x$ at 10 hPa, so this diagnostic is not a true transport test for this model. For SOCOL and WACCM, the Cl$_y$ improvement is most confined to the mid-latitudes; their polar Cl$_y$ is still low. The UMETRAC REF-B1 simulation was not available for this analysis.

### 5.4 Stratospheric transport changes in the 21st Century

Several diagnostics that reveal fundamental characteristics of stratospheric transport have been evaluated for the REF-B2 scenario. In this section, model simulation of the recent past, 1990-2006, is contrasted with simulation of the late 21st century, roughly 2080-2099. The diagnostics evaluated are mean age in the lower stratosphere, the tropical-mid-latitude mean age gradient, the water vapour tape recorder, and Antarctic vortex isolation.

The mean age of the lower stratosphere shows a striking and consistent change among the 10 CCMs that ran the REF-B2 scenario. Figure 5.18 shows the difference in mean age at 50 hPa between the future and the recent past. All 10 models predict a decrease in mean age. The models also show similar latitudinal structure. All show the smallest age decrease in the tropics, and most models predict a slight increase in age gradient ascent rates in the middle stratosphere as well.

![Figure 5.18: Mean age changes in the REF-B2 simulations during the 21st century.](image)
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**Figure 5.18:** Mean age changes in the REF-B2 simulations during the 21st century. The mean age difference is the difference between an average of the last 10 years of the REF-B2 run, usually 2090-2099, and an average over 1990-1999. Ten CCMs submitted mean age for the REF-B2 scenario. The left panel shows the change in mean age at 50 hPa for the CCMs, all of which predict younger age at all latitudes at the end of the 21st century. All ten CCMs also predict that tropical ascent rates based on the age gradient will increase in the lower stratosphere (right panel), and most models predict a slight increase in age gradient ascent rates in the middle stratosphere as well.
The only thing that all of the models had in common in the future was a slightly deeper minimum separating the vortex and mid-latitude peaks in the MS (~600-1000 K). The predicted change in LS vortex size, as judged by the area under the vortex peak in the PDF, varied between the models. In CMAM and GEOSCCM, the LS vortex is predicted to increase in size, while UMUKCA-METO and WACCM each have a smaller vortex in the future. CCSRNIES did not have a clear change in size. These 5 CCMs provide no consensus as to how the Antarctic vortex size and depth may change in the future.

5.5 Summary

5.5.1 Transport Summaries by Model

Multi-Model Mean (MMM). The multi-model mean tape recorder signal was not quantitatively assessed, but the vertical velocity inferred from the mean tape recorder phase speed, which includes only the eight models for which the tape recorder could be analysed in both the TLS and TMS (and does not include E39CA at the lowest level, where its phase speed is infinite), is considerably faster than the observed tracer-derived ascent at all levels. However, it is strongly influenced by two models with very fast tape recorder phase speeds (NiwaSOCOL and SOCOL). The age gradient vertical velocity was calculated from 15 models and includes two models with very slow ascent (UMUCKA-METO and UMUCKA-UCAM), which were not available for the tape recorder analysis and which balance out the models with very fast ascent. The age gradient vertical velocity is much closer to the observations and suggests no overall bias in the CCMVal-2 models’ ascent rates. The tropical CH$_4$ gradients indicate slightly too much mixing below ~25 hPa and slightly too little mixing in the SH winter above. Mean age at 50 hPa matches the observations closely at all latitudes. The tropical mean age profile is within the uncertainty of the observations at all altitudes while the mid-latitude mean age profile is slightly too young in the MS. These comparisons suggest, at most, only small biases in tropical ascent and tropical-mid-latitude mixing in the CCMVal-2 models as a whole.

It is interesting that the mean of all models’ average mean age (AMA) grade and the AMA grade of the MMM are quite different. When averaging the mean age of all CCMs together, young mean ages compensate for old mean age to produce a multi-model mean age that scores a very high AMA grade (0.85). However, the average of individual model AMA grades is only 0.57. This quantity is a more meaningful indication of the overall transport credibility in CCMs than the grade for the physically unmean-
In the Antarctic, three independent diagnostics point to insufficient vortex isolation in the mean model. The Antarctic N$_2$O profile is about 1σ higher than the observations, Cl$_y$ inside the vortex in October about 1σ lower than the observations, and the lower stratospheric separation between mid- and high latitude most probable CH$_4$ values in October is less than observed. Overall, while the tropical and mid-latitude transport diagnostics do not indicate any obvious biases, the average of all model AMA grades suggests that transport deficiencies exist in most models. The mean model is unable to produce a sufficiently isolated, chemically perturbed lower stratospheric vortex in austral spring.

**AMTRAC3**: The tape recorder and age gradient vertical velocities are too fast in the TLS, but close to observed in the TMS. The tape recorder attenuation and CH$_4$ gradients indicate somewhat rapid mixing in the TLS, but there are significant tracer-dependent differences in mixing diagnostics in the TMS, with the tape recorder attenuation indicating somewhat too much mixing while the CH$_4$ profiles have very weak vertical gradients, indicating too little in-mixing from mid-latitudes. The tropical age is very young and the shape of the age profile also suggests too little mixing in the TMS. The N$_2$O PDFs generally agree well with the observations in the TMS, with somewhat stronger than observed separation above 800 K. The 60°N/S mean ages are about a year too young. Antarctic September N$_2$O agrees well from 100-20 hPa but is too old above that, and the vortex isolation looks good in the LS up to 1000 K. No fractional release could be calculated. The Cl$_y$ time series in the mid-latitudes is lower than observed, consistent with mean age that is more than 1 year too young. The Antarctic 50 hPa Cl$_y$ is only slightly low but it is higher than its value at 1 hPa in some years. This is consistent its mean age in the Antarctic LS being older than in the US. Furthermore, vortex PDFs above 1000 K (~8 hPa) show strong mixing between mid- and high latitudes, consistent with a reversed vertical age gradient and lower Cl$_y$ at 1 hPa. Overall, the model is characterized by a somewhat fast circulation in the LS and good circulation in the MS. Tropical-mid-latitude (T-M) mixing is a little strong in the TLS and too weak in the TMS, although the TMS diagnostics are mixed. The AMA grade is low. There is reasonable LS vortex isolation, but the lack of a vortex above 1000 K and the inverted Cl$_y$ and mean age vertical gradients hint at strong high altitude wave activity in the late Austral winter.

**CAM3.5**: The tape recorder signal could only be analysed in the TLS. The tape recorder shows somewhat rapid ascent in the TLS, consistent with the age gradient vertical velocities. The age gradient ascent is also fast in the TMS, with increasing divergence from the observations and from the residual vertical velocity with height. Most T-M mixing diagnostics support too much mixing in the TLS and TMS. The 60°N/S ages are fairly good, but Antarctic N$_2$O suggests there is slightly young air in the LS vortex. CH$_4$ and N$_2$O are too high in the vortex just above the LS, suggesting a problem with getting sufficient descent with isolation. The model does not show a distinct vortex above 900 K – the branches of the PDFs are merged. Mid-latitude Cl$_y$ is considerably lower than the observations and is the lowest of the CCMs. Vortex Cl$_y$ is also too low. The fractional release curves are in good agreement with observations. Overall, the tracer-derived circulation is somewhat fast in the LS, and more so in the MS, and T-M mixing is too strong at all levels. This model has reasonable mean age in the LS but the fast circulation gives ages that are too young in the MS in spite of the strong T-M mixing. The AMA is better than the average CCMVal-2 model. The fast vertical transport may be responsible for the low Cl$_y$ in the mid-latitudes and vortex. It is likely that deficiencies in the circulation and mixing can be at least partially attributed to the model’s low lid (~40 km).

**CCSRNIES**: The mean age could not be evaluated for this model. The tape recorder signal could only be analysed in the TLS. The tape recorder phase lag is zero above the tropopause and then agrees quite well with observations, so the overall ascent rate in the TLS is somewhat fast. The tape recorder attenuation indicates fairly rapid mixing in the TLS, and this is supported by the CH$_4$ profiles that fall off quite rapidly. The CH$_4$ gradients and N$_2$O PDFs also indicate too much T-M mixing in the MS. The Antarctic N$_2$O profile, which is too high at all levels from 100-10 hPa, is consistent with fast ascent, but this cannot be confirmed because there are no TMS ascent diagnostics. The Antarctic vortex shows some barrier to mixing between 500-1500 K, but high values of CH$_4$ inside the vortex (and low values outside) suggest a weak barrier. The mid-latitude Cl$_y$ time series agrees well with observations, but in the vortex, Cl$_y$ is too low by about 1 ppb. CFC-11 and CFC-12 J-values are well outside expected values (see Chapter 6). Cl$_y$ at 1 hPa is greater than 4 ppb after 1994, which is higher than the total Cl prescribed by the boundary conditions in any year of this simulation. Overall this model has a slightly fast LS circulation with too much T-M mixing in the LS and MS. Antarctic composition is consistent a fast circulation. Cl$_y$ family mixing ratios are not conserved.

**CMAM**: In the TLS the tape recorder phase speed is variable but overall agrees well with observations. The age gradient vertical velocity is slightly fast, but within the range of observational uncertainty. Relatively good consistency was found between the three estimates of vertical velocity in the TLS. In the TMS, the age gradient ascent rate agrees...
quite well with the residual vertical velocity and with observations, but the tape recorder ascent rate is somewhat fast. The tape recorder attenuation indicates very good mixing rates in the TLS, corroborated by good CH$_4$ gradients and tropical mean ages. In the TMS there are significant tracer-dependent differences in the mixing diagnostics, with the tape recorder amplitude indicating far too little mixing, despite the fact that the CH$_4$ gradients are very close to observed and the tropical mean ages are only slightly young. The N$_2$O PDFs agree very well with the observations, also indicating good tropical-extra-tropical mixing. The 60°N/S mean ages are good. The Antarctic N$_2$O profile is a little high in the LS but agrees with observations at and above 30 hPa. The vortex isolation diagnostic shows a very good LS vortex barrier. Both descent and isolation in the Antarctic LS appear reasonable. Fractional release curves are a little higher than the observations, meaning that for a given mean age this model produces more Cl$_y$ than observed. In spite of this, Cl$_y$ in the mid-latitudes and vortex are both ~1σ lower than the observations. Overall, this model has reasonable ascent and good T-M mixing in the LS. T-M mixing in the MS looks very good using three diagnostics while the tape recorder attenuation shows no mixing at all. Consistent with good circulation and mixing, the AMA is better than most. The reasons for low Cl$_y$ are undiagnosed.

CNRM-ACM: The tape recorder signal could only be analysed in the TLS. The tape recorder and the age gradient both indicate very rapid ascent in the TLS. The age gradient also indicates very rapid ascent in the TMS, and the differences between the tracer-derived velocities and the residual vertical velocity are very large, suggesting, along with other diagnostics, that there may be excessive vertical diffusion. The mean ages are very young everywhere, consistent with very fast net vertical transport. The tape recorder is very rapidly attenuated in the TLS, and the CH$_4$ gradients agree reasonably well with observations despite the fast tracer ascent rates, suggesting either too much mixing or vertical diffusion or a combination of both. However, the N$_2$O PDFs compare well to the observations, indicating that mixing may be reasonable in the TMS. The 60°N/S mean ages are the youngest of any CCM, and all extra-tropical mean ages are ~1.5 years too young. Surprisingly, the Antarctic N$_2$O profile agrees well with observations in the LS and is lower than observed in the MS - the opposite of what is expected with young air. The vortex is not isolated at any level. The fractional release curves are much steeper than the observations, meaning that even very young air has undergone significant photolysis; the fast vertical transport may explain this. (This model did not participate in the photochemical inter-comparison reported in Chapter 6.) The large fractional release explains the good agreement with the mid-latitude and vortex Cl$_y$ time series. In the Antarctic, Cl$_y$ at 1 hPa is about the same as it is at 50 hPa. The lack of vertical gradient is consistent with all CFC photolysis occurring at relatively low altitudes in the stratosphere. Overall, in spite of a very fast tracer-derived circulation, indications of significant vertical diffusion, and the absence of a high latitude transport barrier, compensating errors allow this model to produce realistic levels Cl$_y$ in the Antarctic LS. The AMA grade is among the lowest of the CCMVal-2 models.

E39CA: Mean age was not available for this evaluation, however, Stenke et al. (2009) present mean ages at 25 hPa that are nearly a year older than E39C and close to observed values. The tape recorder phase lag is zero above the tropopause and then agrees fairly well with observations, so that the overall ascent rate is somewhat fast in the TLS. The tape recorder ascent rate is fairly close to observations throughout the TMS. There are some tracer-dependent differences in the mixing diagnostics. The tape recorder attenuation indicates very rapid mixing in both the TLS and TMS. However, the CH$_4$ gradients indicate relatively good mixing throughout the year in the TMS. Output for the N$_2$O PDF diagnostic was unavailable. The Antarctic N$_2$O profile is extremely high, which probably reflects the 10 hPa lid. The output for evaluating vortex isolation was unavailable, but October zonal mean meridional gradients of N$_2$O and CH$_4$ at 50 hPa are nearly flat in the SH, suggesting that this model is not likely to have a high latitude transport barrier. The mid-latitude Cl$_y$ time series agrees well with the observations; the vortex Cl$_y$ agrees in 1992 but is too low in 2005. Overall, the circulation is slightly fast in the TLS but good in the TMS. There is too much T-M mixing in the TLS, but the diagnostics are contradictory in the TMS. The low lid likely impacts high-latitude descent. Cl$_y$ is reasonable in the mid-latitudes but low in high latitudes, but as this model uses an upper boundary condition for Cl$_y$, Cl$_y$ cannot be used to diagnose transport.

EMAC: Mean age is not available for this model. The tape recorder phase speed indicates good agreement with the observations throughout most of the TLS and TMS. The tape recorder attenuation shows very good mixing in the TLS, but the CH$_4$ gradients show strong mixing in the this region. The tape recorder and CH$_4$ diagnostics are consistent in showing somewhat strong mixing where they overlap in the TMS, but the CH$_4$ indicates that the mixing is good overall from 24-32 km. The N$_2$O PDFs generally agree well with the observations in the SH but do not agree as well in the NH. The vortex isolation diagnostic indicates good separation at 800 K and above, but below 600 K the vortex is not strongly isolated from the mid-latitudes. Consistent with that, the Antarctic N$_2$O profile is too high from 30-100 hPa, indicating young air inside the vortex. Mid-latitude Cl$_y$ is slightly lower than observations. Vortex Cl$_y$ in 1992 is too low, and although this run did not continue to 2005,
its time series in the late 1990’s shows that Cl\textsubscript{y} has already peaked at \~2.6 ppb, more than 0.5 ppb lower than the 2005 observations. Overall, tropical ascent rates are about right, but there is too much T-M mixing in the TMS. The polar vortex barrier is too weak throughout the LS and thus the vortex lacks the necessary isolation to produce realistic Cl\textsubscript{y} levels. Low mid-latitude Cl\textsubscript{y} may contribute to this.

**GEOSCCM:** The tape recorder phase speed is variable in the TLS, but the average value compares well to observations, as does the age gradient ascent rate. Both the tape recorder and age gradient ascent rates are somewhat faster than the residual vertical velocity in the TLS, but all three agree in the TMS and are relatively close to the observed velocities. In the TLS the tape recorder attenuation indicates very good mixing rates, supported by reasonable CH\textsubscript{4} gradients and good mean ages. In the TMS, the CH\textsubscript{4} gradients are weak, which suggests too little mixing given the good ascent rates. The tropical mean age is slightly young, also indicating somewhat weak mixing given the good ascent. The N\textsubscript{2}O PDFs show slightly too much separation above 600 K, especially in the NH. The 60°N/S mean ages agree very well with observations. The Antarctic N\textsubscript{2}O profile agrees well in the LS but is too low above 50 hPa, suggesting descent may occur with too much isolation. The CH\textsubscript{4} PDFs support this, showing very low CH\textsubscript{4} in the vortex, persisting to below at 400 K, lower than observed. The fractional release curves and age range spanned agree very closely with the empirical curves. The mid-latitude Cl\textsubscript{y} time series matches the observations very well and the vortex Cl\textsubscript{y} is slightly lower than observed. Overall, the stratospheric circulation appears to be quite realistic in the tropics as well as in the high latitudes. Transport barriers may be somewhat strong in the MS. The AMA grade is the highest of the CCMVal-2 models. Although the vortex is somewhat too strong, this does not hinder its ability maintain realistic levels of Cl\textsubscript{y} in the Antarctic spring.

**LMDZrepro:** The tape recorder signal could only be analysed in the TLS. The tape recorder phase speed is variable, but overall agrees well with the observations in the TLS. The age gradient ascent rates also agree well with observations and both ascent rates are close to the residual vertical velocity. In the TMS, the age gradient ascent agrees well with the observed tracer ascent up to 30 hPa but is somewhat fast above. The tape recorder attenuation indicates that TLS subtropical mixing is a bit strong, but the tropical CH\textsubscript{4} gradients and N\textsubscript{2}O PDFs indicate very strong mixing in the TLS and TMS. The mean age profiles in the tropics and mid-latitudes are both in excellent agreement with the observations, yet MRI is older than all other models with good ascent rates. The 60°N/S mean ages are also in excellent agreement with observations. The Antarctic N\textsubscript{2}O profile is slightly high in the LS but is in good agreement above. The CH\textsubscript{4} PDFs calculated on pressure surfaces (temperature was unavailable) have no bimodal structure whatsoever for latitudes poleward of 50°S. The CH\textsubscript{4} mixing ratios in the LS are characteristic of mid-, not high latitudes, in contrast with the LS N\textsubscript{2}O which is more characteristic of vortex air. The fractional release rates of CFC-11 and CFC-12 are the same, and only the CFC-11 curve is in good agreement with the observations. The CFC-12 slope is much steeper than observed, indicating a larger release of Cl occurring at younger ages which may explain the higher than observed mid-latitude Cl\textsubscript{y} time series. The CFC results and inconsistencies between photochemical and non-photochemical tracer diagnostics indicate that there may be problems with photolysis rates, but this model did not submit results for the photochemical inter-comparison in Chapter 6. Vortex Cl\textsubscript{y} is much lower than observations, shows no increasing trend in the 1990’s, and has very large interannual vari-
ability. The low vortex Cl\textsubscript{y} is consistent with high CH\textsubscript{4} (i.e., non-vortex) mixing ratios seen in the high latitude PDFs. Overall, the tropical diagnostics indicate good ascent below 30 hPa with somewhat fast ascent above. MRI has an AMA grade that is among the highest of all CCMs yet T-M mixing is too strong in both the TLS and TMS. This suggests that problems with ascent (fast) and mixing (strong) act to offset each other, producing good mean ages. Fractional release discrepancies, the lack of vortex isolation, and inconsistencies between indicators of high latitude composition all raise red flags.

**NiwaSOCOL:** There are large differences in the tropical upwelling velocities, which, along with other diagnostics, suggests excessive vertical diffusion. The tape recorder ascent rates are much faster than the observed tracer ascent rates in both the TLS and TMS. The age gradient ascent rates are also quite fast below ~40 hPa. Above 40 hPa the age gradient velocities agree well with observations. The residual vertical velocity, however, is much faster than the observed tracer-based velocities above 50 hPa. The mean age is young everywhere, consistent with rapid net vertical transport. The tape recorder signal is rapidly attenuated, and the CH\textsubscript{4} gradients agree well with the observations despite the fast tracer-derived ascent. Taken together, they suggest either too much T-M mixing, too much vertical diffusion, or both. Above 20 hPa, however, the CH\textsubscript{4} and N\textsubscript{2}O diagnostics suggest very good T-M mixing. The 60°N/S mean ages are the 2\textsuperscript{nd} youngest of any CCM, and the extra-tropical mean age is too low by at least 1 year at all levels. The Antarctic N\textsubscript{2}O profile is much higher than observed at all levels below ~14 hPa. The vortex isolation diagnostic shows very good vortex barriers at appropriate levels from 500-1500 K, but the isolation does not persist at 450 K. Mid-latitude Cl\textsubscript{y} agrees closely with the observations. Vortex Cl\textsubscript{y} is ~0.2 ppb higher than NiwaSOCOL but remains well below the observations and shows large interannual variability. The Cl\textsubscript{y} 1 hPa time series also increases unrealistically to ~4 ppb. While SOCOL shows overall slightly higher mean ages than Niwa-SOCOL, this does not significantly change the transport conclusions. Overall, the model circulation is too fast in the LS, there are indications of excessive vertical diffusion, the polar transport barrier below 500 K is too weak, and the LS vortex is unable to maintain high Cl\textsubscript{y} levels. The AMA grade is among the lowest of all models. Cl\textsubscript{y} family mixing ratios are not conserved. The good agreement with midlatitude Cl\textsubscript{y} could result from compensating errors (Cl\textsubscript{y} non-conservation and LS circulation issues).

**ULAQ:** The tape recorder signal could only be analysed in the TLS. The phase speed is variable but shows overall good agreement with the observed tracer-derived ascent rates. The age gradient ascent is much closer to observations than the tape recorder ascent. The mean ages are slightly older than NiwaSOCOL in the TMS, consistent with slightly slower ascent there (as diagnosed by the age gradients). As in NiwaSOCOL, the age gradient and tape recorder ascent rates show large deviations from the residual vertical velocities in the TLS, but unlike NiwaSOCOL, the age gradient agrees well with the residual vertical velocity above ~40 hPa. The tape recorder attenuation and CH\textsubscript{4} gradients both indicate too much mixing and/or too much vertical diffusion below 20 hPa given the fast ascent rates. As with NiwaSOCOL, the CH\textsubscript{4} and N\textsubscript{2}O diagnostics indicate that T-M mixing is much better above 20 hPa. The 60°N/S mean ages are 1 year or more too young. The vortex isolation diagnostic shows very good vortex barriers at appropriate levels from 500-1500 K, but the isolation does not persist at 450 K. Mid-latitude Cl\textsubscript{y} agrees closely with the observations. Vortex Cl\textsubscript{y} is ~0.2 ppb higher than NiwaSOCOL but remains well below the observations and shows large interannual variability. The Cl\textsubscript{y} 1 hPa time series also increases unrealistically to ~4 ppb. While SOCOL shows overall slightly higher mean ages than Niwa-SOCOL, this does not significantly change the transport conclusions. Overall, the model circulation is too fast in the LS, there are indications of excessive vertical diffusion, the polar transport barrier below 500 K is too weak, and the LS vortex is unable to maintain high Cl\textsubscript{y} levels. The AMA grade is among the lowest of all models. Cl\textsubscript{y} family mixing ratios are not conserved. The good agreement with midlatitude Cl\textsubscript{y} could result from compensating errors (Cl\textsubscript{y} non-conservation and LS circulation issues).

**SOCOL:** In general, the diagnostics are very similar to NiwaSOCOL. The tape recorder and, to a lesser degree, age gradient ascent rates both indicate very rapid ascent in the TLS. In the TMS the age gradient ascent is much closer to observations than the tape recorder ascent. The mean ages are slightly older than NiwaSOCOL in the TMS, consistent with slightly slower ascent there (as diagnosed by the age gradients). As in NiwaSOCOL, the age gradient and tape recorder ascent rates show large deviations from the residual vertical velocities in the TLS, but unlike NiwaSOCOL, the age gradient agrees well with the residual vertical velocity above ~40 hPa. The tape recorder attenuation and CH\textsubscript{4} gradients both indicate too much mixing and/or too much vertical diffusion below 20 hPa given the fast ascent rates. As with NiwaSOCOL, the CH\textsubscript{4} and N\textsubscript{2}O diagnostics indicate that T-M mixing is much better above 20 hPa. The 60°N/S mean ages are 1 year or more too young. The vortex isolation diagnostic shows very good vortex barriers at appropriate levels from 500-1500 K, but the isolation does not persist at 450 K. Mid-latitude Cl\textsubscript{y} agrees closely with the observations. Vortex Cl\textsubscript{y} is ~0.2 ppb higher than NiwaSOCOL but remains well below the observations and shows large interannual variability. The Cl\textsubscript{y} 1 hPa time series also increases unrealistically to ~4 ppb. While SOCOL shows overall slightly higher mean ages than Niwa-SOCOL, this does not significantly change the transport conclusions. Overall, the model circulation is too fast in the LS, there are indications of excessive vertical diffusion, the polar transport barrier below 500 K is too weak, and the LS vortex is unable to maintain high Cl\textsubscript{y} levels. The AMA grade is among the lowest of all models. Cl\textsubscript{y} family mixing ratios are not conserved. The good agreement with midlatitude Cl\textsubscript{y} could result from compensating errors (Cl\textsubscript{y} non-conservation and LS circulation issues).
mid-latitude mixing ratios, consistent with a lack of vortex isolation. Fractional release for CFC-11 and CFC-12 both agree well with observations although they span a slightly lower mean age range. The mid-latitude Cl$_y$ time series agrees very well with observations but the vortex Cl$_y$ is slightly low. Overall, the tropical ascent is somewhat slow above the tropopause and somewhat fast in the TMS, and the shape of the age gradient ascent profile is significantly different than observed. There is reasonable T-M mixing in the TLS, but it is too strong above. The AMA grade is quite high, but given the ascent rate profile and the lack of a tape recorder signal in the MS, the AMA may not be a good indicator of this model’s transport credibility. The vortex either extends equator-ward of 50°S or has no transport barrier; either way, an important feature of the Antarctic stratosphere is not well-represented.

UMETRAC. A water vapour climatology is used; no tape recorder diagnostics can be evaluated. The age gradient ascent rates show very good agreement with observations. The CH$_4$ gradients compare well with observations in the TLS and TMS, indicating good mixing. The ages are young despite good ascent and mixing. There are no N$_2$O PDF diagnostics for this model. The 60°N/S mean ages are both slightly low, and, consistent with this, the Antarctic N$_2$O profile is a little high. The vortex isolation diagnostic could not be applied, and as the REF-B0 (time slice) experiment was evaluated, no Cl$_y$ time series was possible. In spite of realistic tropical ascent rates, the average mean age grade is only fair, suggesting transport barriers (subtropical and/or polar) may be affecting mean age in the MS. There is insufficient output to draw more specific conclusions about the credibility of transport, particularly in the high latitudes.

UMSLIMCAT. The tape recorder signal could only be analysed in the TLS. The tape recorder phase lag is variable and is zero (i.e., infinite phase speed) over a portion of the TLS, so that the average ascent is considerably faster than observed. The age gradient ascent, however, agrees fairly well with the observations in the TLS. In the TMS, the age gradient ascent becomes progressively faster than observed. The tape recorder attenuation and CH$_4$ gradients indicate somewhat too much mixing in the TLS. TMS CH$_4$ gradients match the observations fairly well, indicating too much mixing given the fast ascent rates. The fact that the tropical mean ages are relatively good while the mid-latitude mean ages are too young also suggests rapid ascent with too much in-mixing of mid-latitude air in the TMS. The N$_2$O PDFs show weak bimodality in the LS but somewhat stronger bimodality in the MS. The 60°N mean age is very good and the 60°S age is slightly low. The Antarctic N$_2$O profile is realistic in the LS and MS, and the vortex isolation diagnostic shows excellent vortex barriers at the appropriate levels. Both the mid-latitude and vortex Cl$_y$ agree very well with observations, however, CFC-11 and CFC-12 J-values are well outside the expected range (see Chapter 6). Overall, this model has a fast circulation in the TMS along with too much T-M mixing throughout the TLS and TMS. As these attributes have opposite effects on mean age, the AMA is fairly high. Vortex isolation and Cl$_y$ are realistic, but the CFC J-values are significantly different from other models.

UMUKCA-METO. A water vapour climatology is used; no tape recorder diagnostics can be evaluated. The age gradient ascent rates are much slower than observed in the TLS. They are also slower than observed in the TMS, but the difference between the observations and the model is smaller. The UMUKCA models are the only models for which the age gradient ascent rates are considerably slower than the residual vertical velocity throughout the tropical stratosphere. The mean ages are very old, consistent with the slow age-derived circulation. The shape of the tropical age profile, the CH$_4$ gradients, and the N$_2$O PDFs all indicate too little mixing in the TMS. The 60°N/S mean ages are 2 or more years too old. This is consistent with the Antarctic N$_2$O profile, which is much lower than observed. The CH$_4$ PDFs show a strong vortex extending to higher than observed levels (at least 2000 K). The PDFs also show that the vortex has no influence from lower latitude air down to ~550 K while observations indicate the influence of lower latitude air at 700 K and below. The fractional release curves are less steep than observed, meaning that for a given mean age they have released less Cl than expected. This is consistent with the very slow circulation: slow ascent allows old mean ages to occur at lower altitudes where photolysis rates are lower. Both the vortex and mid-latitude Cl$_y$ time series are much higher than observed. There is a known bug in this simulation related to wet deposition of HCl, and this has been reported to increase Cl$_y$ levels in the stratosphere. Overall, this model has a very slow circulation leading to very old mean ages throughout the stratosphere. The AMA grade is among the lowest of all models. The Antarctic vortex is too strong in the LS and in the US/lower mesosphere.

UMUKCA-UCAM. A water vapour climatology is used; no tape recorder diagnostics can be evaluated. Dynamics are reported to be identical to UMUKCA-METO. The diagnostics for this model are very similar to those for UMUCKA-METO, and indicate a very slow age-derived circulation in the TLS with somewhat better agreement with observations in the TMS. UMUCKA-UCAM has slightly slower age-based ascent and slightly older (0.3-0.4 years) tropical and mid-latitude mean age profiles than UMUCKA-METO. As in UMUCKA-METO, the tropical age profile, CH$_4$ gradients, and N$_2$O PDFs indicate too lit-
tle mixing in the TMS. The Antarctic N$_2$O behaviour is the same, and although output was not available to calculate the CH$_4$ PDFs, there is no reason to expect that vortex behaviour would be different from UMUKCA-METO. The mid-latitude Cl$_y$ time series is higher than observed and the vortex Cl$_y$ is in good agreement. The high mid-latitude Cl$_y$ could be related to the very old mean ages found in the mid-latitude LS. Overall, this model has a very slow circulation, leading to very old mean ages throughout the stratosphere. The AMA grade is the lowest of all models. The Antarctic vortex is probably too strong in the LS and above.

WACCM. The tape recorder phase speed is variable but overall shows quite good agreement with observations in both the TLS and TMS. The age gradient vertical velocities also show good agreement with the observations, and both the age gradient and the tape recorder ascent are relatively close to the residual vertical velocity. The tape recorder attenuation indicates somewhat too much mixing in the TLS, but slightly weak mixing in the TMS. The CH$_4$ gradients also indicate too much mixing in the TLS and too little in the TMS. The N$_2$O PDFs indicate too much tropical isolation in some seasons. The tropical mean age profile is quite good in the LS and MS, but the mid-latitude mean age profile is too young above 50 hPa, consistent with too little T-M mixing in the MS. The 60°N/S mean ages are in very good agreement with observations. The Antarctic N$_2$O profile has overall good agreement with observations in the LS and MS, and the vortex isolation in the LS has excellent agreement with observations, including the appearance of lower latitude influence in vortex air at 700 K and below. However, a strong vortex extends all the way to the lower mesosphere instead of ending at ~1400 K. Fractional release curves have steeper slopes than observed, especially for CFC-12. This means more Cl is released for a given mean age than expected, although CFC-11 and CFC-12 J-values are in the expected range (see Chapter 6). The mid-latitude Cl$_y$ time series has excellent agreement with observations but vortex Cl$_y$ is lower than observed for reasons that are not clear. Overall, the circulation is fairly realistic, with minor T-M mixing issues, and the LS polar transport

![Figure 5.19: Quantitative assessment of model performance on transport diagnostics.](image)

The colour bar indicates the grade on each diagnostic test discussed in the chapter, with deeper blue indicating better agreement with observations. ‘X’ indicates no diagnostic could be calculated. LS, MS, and US refer to the lower stratosphere, middle stratosphere, and upper stratosphere, respectively.
barrier is very good. The AMA grade is fairly high.

### 5.5.2 Overall CCMVal-2 Model Transport Summary

A summary of the quantitative evaluation of the transport diagnostics is given in Figure 5.19. There are significant problems with simulation of the tropical stratosphere in the CCMVal-2 models. Tropical ascent and mixing across the sub-tropics are crucial to distributing ozone-depleting substances in the stratosphere, and these transport deficiencies affect modelled abundances of Cl₂. Of the 12 models with both tape recorder and age output, only four score higher than 0.7 (i.e., are within ~1σ of the observations) on both measures of tropical ascent in the tropical lower stratosphere. Of the remaining eight models, six have faster-than-observed ascent according to at least one diagnostic and two fail to reproduce the shape of the observed profile in the age gradient. Of the six models with only one available ascent diagnostic, two score higher than 0.7, two show fast tracer-derived ascent relative to observations, and two have slow ascent. The performance in the middle stratosphere is somewhat better, with eight models showing improvement in at least one ascent diagnostic. However, the fraction of models that score better than 0.7 on both diagnostics is the same as in the lower stratosphere: 1/3. The models that perform well on both tracer ascent diagnostics also tend to show good consistency between their tracer-derived upwelling and the tropical residual vertical velocity, \( \vec{w} \). Lack of consistency between these measures of ascent may indicate numerical errors in transport or problems with vertical diffusion, horizontal or vertical eddy tracer fluxes, or phasing between temporal variability in tracers and in the circulation.

The tape recorder amplitude is the only tropical-extra-tropical mixing diagnostic that is fully independent of the circulation, but the other mixing diagnostics are independent of one another and are affected by the circulation in different ways. Thus, the performance relative to the suite of diagnostics as a whole is a more accurate assessment of subtropical mixing than performance on any single mixing diagnostic. The range of model performance here is smaller than the range on the tropical ascent diagnostics: no model has an average mixing grade higher than 0.8 or lower than 0.4 (the range for the average of the ascent diagnostics, on the other hand, is 0.15 to 1.0). Only five models have an average mixing score higher than 0.7 (all of them also performed well on the ascent diagnostics). The remaining models all have too much tropical-extra-tropical mixing and/or too much vertical diffusion in the lower stratosphere.

Excessive subtropical mixing would tend to increase the mean age in the models and is a likely explanation for the fact that most models have good mean ages in the tropical lower stratosphere despite having relatively fast circulations. However, a rapid circulation coupled with an inability to maintain tropical isolation will lead to inadequate conversion of CFCs to Cl₂. In the middle stratosphere, six models had at least some indication of too little mixing. This may contribute to the young modelled mean ages in the tropical middle stratosphere, though the error in mean age at a given level depends on the integrated errors in transport below that level and thus the relative dependence on local processes decreases with height above the tropopause.

The mean age is a sensitive function of both the circulation and mixing and the distribution of mean ages throughout the stratosphere reflects the balance between these two transport processes and their variations with height. The average of mean age grades evaluated at a wide range of latitudes and altitudes can be used to assess a model’s overall transport fidelity. While it is theoretically possible to achieve the correct mean age everywhere through compensating errors in ascent and quasi-horizontal mixing, in practice it is unlikely to happen because it would require the two to perfectly offset each other throughout the stratosphere. The average mean age (AMA) grade should give a more reliable indication of transport credibility than individual mean age diagnostics and should be evaluated in addition to the individual mean age diagnostics.

The AMA metric is calculated from seven mean age grades: tropical LS (90-50 hPa), tropical MS (30-10 hPa), NH mid-latitude LS (90-50 hPa), NH mid-latitude MS (30-10 hPa), SH mid-latitude LS (50 hPa), 60°N (50 hPa), and 60°S (50 hPa). Figure 5.20 illustrates the relationship between the AMA metric and several key diagnostic quantities: tropical LS ascent, tropical-mid-latitude mixing, Antarctic descent, and LS vortex isolation. Tropical LS ascent is the average of the two independent diagnostics for ascent, and the tropical-mid-latitude mixing quantity plotted is the average over all mixing grades available for each model (as many as six). (See Table 5.1 for a complete list of diagnostics.) The AMA shows a positive correlation with all the key diagnostics except for vortex isolation. The grey-shaded area shows models that score greater than 0.6 for the diagnostics plotted.

The relationship between a model’s AMA and mean LS ascent grade is particularly powerful (Figure 5.20). Models falling in the grey-shaded upper right quadrant have successfully simulated tropical LS ascent and mean age at all locations, implying that tropical-mid-latitude mixing is probably good as well. (This is borne out by Figure 5.20b which shows that nearly the same set of models performs well on the mixing diagnostics.) A model that falls in the lower right quadrant has successfully simulated the tropical ascent, but not mean age; thus it must have a good circulation but too much or too little mixing.
across the subtropics. UMETRAC is the only model that falls in the lower right quadrant. Unfortunately, it does not have output for the tape recorder or N\textsubscript{2}O diagnostics, so it is difficult to draw conclusions about its mixing, but the CH\textsubscript{4} gradients do independently suggest that it may have too little mixing in the TMS in some seasons. The upper left quadrant indicates a poor circulation and incorrect mixing; the mixing would have to be compensating for the circulation to give reasonable ages. The lower left quadrant indicates problems with tropical ascent, but nothing can be inferred about the mixing across the subtropics since the circulation alone could be responsible for the poor mean age gradients. However, note that the models in the lower quadrants do, in fact, have low mean values on the tropical-extra-tropical mixing diagnostics, as seen in Figure 5.20b. This correlation between the ascent and mixing diagnostics is not surprising, given that both depend on the strength and distribution of wave activity in the extratropics. Figure 5.20c shows the relationship between the average mean age (AMA) grade and four fundamental diagnostic quantities: tropical LS ascent (A), tropical-mid-latitude mixing (B), vortex descent (C), and LS vortex isolation (F). The grey shaded area identifies realistic model performance for the metrics shown in that panel. The AMA is calculated from 7 mean age diagnostic scores (see text). The average LS ascent grade (panel A) is the average of the tape recorder and mean age gradient tropical ascent grades in the LS. The tropical-extra-tropical mixing grade (panel B) is the average of all tropical-extra-tropical mixing grades (Section 2 of Figure 5.19). The vortex descent grade (panel C) is taken from the Antarctic N\textsubscript{2}O profiles. CAM3.5 has a lid of ~3 hPa that affects vortex descent; this is noted by an asterisk in panel C. Panel D shows that the AMA is a strong function of both tropical LS ascent and tropical-mid-latitude mixing. Because of this relationship, a surrogate for AMA can be calculated for models that did not submit age of air output. This allows their vortex isolation behaviour to be plotted in panel F; the models with AMA surrogate are labelled with an asterisk. Panel E shows the tropical ascent and tropical-mid-latitude mixing performance for all CCMs participating in this evaluation.
from all models. Nevertheless, the strong correlations between AMA, LS ascent, and tropical-mid-latitude mixing allow a surrogate for AMA to be calculated for the models without age of air (CCSRNIES, E39CA, and EMAC).

Figure 5.20d shows a roughly 1:1 relationship between the mean of the average LS ascent and average T-M mixing grades and the AMA grade for the 15 models with age output. Figure 5.20e shows the relationship between LS ascent and tropical-mid-latitude mixing for all 18 CCMs participating in this evaluation. The three models that have no AMA grade (CCSRNIES, E39CA, and EMAC) fall along the same line as the other CCMs, suggesting that the average of their LS ascent and T-M mixing grades can be used as a surrogate for AMA. This plot shows that EMAC, which could not be evaluated using the AMA, also performs very well on the ascent and mixing diagnostics.

Figure 5.20f shows correlation between LS vortex isolation and the AMA (or its surrogate) for all 18 models. The lack of correlation suggests that the transport barrier at the vortex edge is first order independent of the overall transport circulation. Because it is not correlated with other key diagnostics and because it is a required feature for producing a realistic ozone hole, it is important to include this transport diagnostic for simulations predicting future ozone.

Figure 5.21 shows that nine of the 18 CCMs perform acceptably ( > 0.6) on the AMA metric or its surrogate (CAM3.5, CMAM, EMAC, GEOSCCM, LMDZrepro, MRI, ULAQ, UMSLIMCAT, and WACCM), and eight of these also have reasonable tropical ascent and tropical-midlatitude mixing (all but CAM3.5). Of these eight models, six also perform well on the diagnostic of Antarctic descent (models CMAM, GEOSCCM, LMDZrepro, MRI, ULAQ, and WACCM). Of these six, LMDZrepro and MRI
do not create an isolated vortex in the Antarctic lower stratosphere. Only CMAM, GEOSCCM, UMSLIMCAT, and WACCM, demonstrate credible transport performance in all key areas.

Grewe and Sausen (2009) proposed that the grading metric and observational data sets used in WE08 are unlikely to be able to distinguish between realistic and unrealistic model behaviour due to uncertainties and interannual variability in the data sets; that is, they believe there is a high potential for the grades to be meaningless. Figure 5.20 demonstrates the overall credibility of the diagnostics, as well as the WE08 grading metric used, by showing strong correlations between the grades for average mean age and the average of the tropical LS ascent and tropical-mid-latitude mixing grades. If the individual grades that make up the combined grades were meaningless, that is, if a grade of 1 were not statistically different from a grade of 0, the average of those grades would be a random number bearing no relation to model transport behaviour. In that case, plotting those metrics against each other (Figures 5.20 a-e) would produce random scatter. On the contrary, Figure 5.20 shows a remarkable degree of correlation between the grades for these fundamental transport diagnostics. The relationship between these diagnostics demonstrates that the observations used to create them are physically meaningful and have statistically significant information, and that the grading metric itself is not a random, statistically insignificant quantity.

### 5.5.3 Summary of 21st century transport changes

REF-B2 output was analysed from 10 CCMs. Despite the spread in model performance revealed by the transport diagnostics, all of these models predict a faster circulation and younger mean age at the end of the 21st century, indicating that this is a robust result that depends on large-scale forcing. Only six of these models had water vapour anomalies with a clearly identifiable tape recorder signal in the TLS (CAM3.5, CCSRNIES, CMAM, LMDZrepro, SOCOL, and WACCM), and only three had a tape recorder that persisted in the TMS (CMAM, SOCOL, and WACCM). The changes in the tape recorder ascent rate provide a less clear picture of changes in the circulation than the age gradient, but all models but one (SOCOL) predict an increase in the phase speed over most of the tape recorder altitude range. The base of the tape recorder is higher at the end of the 21st century than during present day in all but one model. The models also generally predict less rapid attenuation of the tape recorder signal in the future, which is consistent with the predicted changes in circulation.

Comparisons of the future Antarctic vortex predicted by 5 CCMs showed no agreement on whether the vortex would be larger or smaller in the future. All showed a slightly deeper minimum in the LS/MS PDFs (i.e., a stronger barrier) and all showed some indication of increased horizontal mixing in the upper stratosphere.

### 5.5.4 Comparison to CCMVal-1 model transport

Mean age can be used to examine differences in transport performance between CCMVal-1 and CCMVal-2. Figure 5.21 shows tropical and mid-latitude mean age profiles, the mean age gradient, and 50 hPa mean age for CCMVal-1 models in the same format as the CCMVal-2 models shown in Figure 5.5. The multi-model mean (MMM) ascent rate as assessed by the tropical-mid-latitude age gradients is nearly identical for both sets of models, but the spread of the CCMVal2 models is much greater. At 50 hPa, the age gradients of only 2 of 10 CCMVal-1 models fall outside the observational uncertainty while 7 of 15 CCMVal-2 models do. The same is true for all 50 hPa mean ages. CCMVal-1 models are tightly clustered with only 2 models frequently outside the uncertainties and the MMM agrees very closely with the observations. The CCMVal-2 MMM is in almost as good agreement in spite of a much larger spread. This is largely due to a fortuitous balance of models with very old age cancelling the effects of models with very young age.

In contrast to the age diagnostics, the CCMVal2 tape recorder phase speed shows improvement in both the difference between the MMM and observations and in the spread of model performance relative to CCMVal-1. This at first seems contradictory, but of the seven models with both diagnostics available for both CCMVal-1 and CCMVal-2, six (CMAM, GEOSCCM, WACCM, LMDZrepro, MRI, and ULAQ) scored better than 0.7 on at least one tropical ascent diagnostic in this assessment. The changes between CCMVal-1 and CCMVal-2 varied for these six models, and also varied for the two tropical ascent diagnostics from a single model, but all performed relatively well on these diagnostics in both assessments. (The tape recorder performance was only considered for the TLS for LMDZrepro, MRI, and ULAQ.) Four of the five CCMVal-2 models with the worst performance on the tropical ascent diagnostics did not participate in CCMVal-1 (NiwaSOCOL, UMUCKA-METO, UMUCKA-UCAM, and CNRM-ACM).

The mid-latitude mean age profile comparison reveals some interesting differences between the sets of models. While both sets of models have young and old outliers, most of the CCMVal-1 models form a fairly compact cluster underneath the observational uncertainties. The CCMVal-2 models form a looser cluster, and relatively few fall under the observations above 30 hPa (25 km); overall they are about 0.5 years younger than CCMVal-1.
models in the middle stratosphere. Although the tropical mean profiles show the same spread for both sets of models, the CCMVal-2 MMM mean age is younger than the CCMVal-1 MMM and does not agree as well with the observations.

It is not clear that there has been any improvement in performance among the models that participated in both CCMVal-1 and CCMVal-2. Two of the best-performing models from this assessment showed better agreement with the observations in CCMVal-1 (GEOSCCM and CMAM), and the other models show mixed results depending on the diagnostic. However, eight of the 11 models that participated in both assessments appear in the upper-right corner of Figure 5.20e, indicating reasonable performance on the tropical ascent and mixing diagnostics. The addition of four new models, all appearing in the lower left corner of Figure 5.20e, accounts for a good deal of the increase in model spread between Figure 5.21 and Figure 5.5. It is only the fortuitous cancellation of the models that perform poorly that gives a CCMVal-2 MMM in good agreement with the observations. This fact reinforces the importance of the goals of this report, namely, to reduce uncertainties in model predictions by using observationally-based diagnostics to understand model performance and determine model credibility. A multi-model mean calculated only from models with proven transport credibility would represent a step forward in reducing uncertainties in chemistry climate model predictions.

5.5.5 Requirements for transport credibility

Realistic representation of several key aspects of transport should be considered essential for credibility. They are:

1. local conservation of chemical family mixing ratios (e.g., Cl\textsubscript{2}),
2. realistic tropical ascent in the LS,
3. realistic mixing between the tropics and extra-tropics in the LS and MS,
4. close agreement with all mean age diagnostics, that is, a high score for the average mean age grade, and
5. generation of an isolated lower stratospheric Antarctic vortex.

All of these aspects of transport are necessary for the simulation of realistic levels of vortex Cl\textsubscript{2}. Models that reasonably represent these essential physical processes have demonstrated the credibility necessary for prediction of future stratospheric composition.

The evaluations presented in this chapter indicate transport improvement efforts in CCMs should concentrate on the simulation of the tropical lower stratosphere. Improvements are needed in the ascent rate profile below 50 hPa in the tropics and in the rate of mixing between the tropics and mid-latitudes, which is currently too strong in most models. In addition, discrepancies between a model’s residual vertical velocity in the tropics and its tracer derived velocities suggests possible problems with vertical diffusion or numerics.
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6.1 Introduction

An accurate representation of atmospheric chemistry is a key component of a coupled CCM. Clearly, a realistic chemistry scheme is a requirement for reliable predictions of key trace gases, but it is also essential for realistic climate simulations. Aside from CO$_2$, the stratospheric distribution of the other major GHGs is partly determined by atmospheric chemistry.

CCMs are comprised of an underlying general circulation model (GCM) coupled to a chemistry module. The inclusion of detailed chemistry tends to add significantly to the computational cost both through the expense of solving the chemistry and the cost of additional tracers. The expense and complexity of the CCMs mean that evaluation of the models is difficult and time consuming. This is particularly true if the chemistry scheme has been developed ‘online’ within the CCM. A useful strategy for many CCMs is to use the same chemistry module in simpler models, e.g., 3-D chemical transport models or 2-D models, so that more simulations can be performed. In any case, the evaluation of the climatological CCM simulations with observations is problematic. If enough observations exist then mean distributions can be compared but this is not generally possible with campaign data. Therefore, alternative approaches to evaluation are needed.

The aim of this chapter is to evaluate the chemical schemes of current CCMs using, where possible, a process-based approach or otherwise climatological observations. This builds on the proposals for chemical validation contained in Eyring et al. (2005), which are summarized in Table 6.1. The proposed processes to evaluate CCMs can be separated into the four areas of (i) photolysis rates, (ii) fast radical chemistry, (iii) reservoir and longer-lived species and (iv) polar chemistry. The remainder of this chapter is therefore structured along these lines. Section 6.2 describes some relevant aspects of how CCMs are formulated. The main results of the evaluation are contained in Section 6.3, which is divided into the 4 areas listed above and summarized in Table 6.1. Each subsection summarizes the performance of the models in the form of a grading. The overall performance of each model is then summarized in Section 6.4.

6.2 Formulation of Chemical Schemes

Details of the chemistry schemes included in the CCMs are given in Chapter 2. Although there are differences in detail, all of the models essentially contain a description of the main chemical species of relevance for stratospheric ozone, contained in the $O_x$, HO$_x$, Cl$_y$, NO$_y$, Br$_x$, chemical families (where $x$ or $y$ denotes the total components for the given family) and the relevant source gases (except E39CA does not include bromine chemistry). The models also contain a treatment of heterogeneous chemistry on sulfate aerosols and polar stratospheric clouds (PSCs). However, these aerosol/PSC schemes are based on an equilibrium approach where the models condense gas-phase species (e.g., H$_2$O, HNO$_3$) onto a specified distribution of particle number density or size. Therefore, the models evaluated here do not contain explicit microphysics. The surface area density of sulfate aerosols in the CCMVal runs is specified from a provided climatology.

As stratospheric CCMs have evolved by a number of different pathways, a full chemistry evaluation needs to consider the explicit reactions schemes contained in the model. Clearly all CCMs aim to have a chemistry scheme sufficient to model stratospheric ozone accurately, but comparisons presented in this chapter, and elsewhere, can show very different model behaviour. Tables 6S.1, 6S.2 and 6S.3 in the Supplementary Material list the chemical species, gas-phase reactions and photolytic reactions, respectively, for each CCM and the photostationary state (PSS) model used in Section 6.3.2. The species and reactions listed are those important enough to be considered for inclusion in a global stratospheric CCM. Where individual models have ignored species and/or reactions the implications of this should be investigated further. Specific cases where the simplifications in the chemistry scheme have clearly affected model performance are mentioned below. Note that the description of the heterogeneous chemistry in the CCMs is provided in Chapter 2.

6.3 Evaluation of CCMs

This section evaluates the performance of the CCMs in four principal areas (see Table 6.1). Subsection 6.3.1 deals with photolysis rates. Subsection 6.3.2 covers fast radical chemistry outside of the polar winter/spring. Subsection 6.3.3 investigates reservoir species and long-lived tracers. Finally, Subsection 6.3.4 evaluates the performance of the models for chemistry related to polar ozone depletion. Throughout this analysis, output is taken from either the CCMVal-2 REF-B1 or REF-B2 simulations.

Throughout this chapter, quantitative estimates of CCM performance for a range of diagnostics have been obtained by using a formula based on the grades from Douglass et al. (1999) and Waugh and Eyring (2008):

$$g = 1 - \frac{1}{N} \sum_{i} \left( \frac{\mu_{CCM} - \mu_{obs}}{\mu_{CCM}} \right)^{n}$$

(6.1)

where $N$ is an averaging factor, $\mu_{CCM}$ is the model climatological mean and $\mu_{obs}$ is the observed climatological mean and $\sigma$ is a measure of the uncertainty. The value of $n$ can be chosen to give a spread in $g$; if $n = 3$ then a value of $g = 0$ indicates the model mean is three times the error away from the observed mean. More discussion of this approach
Table 6.1: List of core processes to validate chemistry in CCMs with a focus on their ability to accurately model stratospheric ozone. The diagnostics which are used as quantitative metrics for the overall model assessment are highlighted in gray.

<table>
<thead>
<tr>
<th>Process</th>
<th>Diagnostic</th>
<th>Variables</th>
<th>Data</th>
<th>Referencesa</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Photolysis Rates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy of high-sun photolysis rates</td>
<td>Single profiles (0-80 km), also with clouds and aerosols</td>
<td>Js</td>
<td>None</td>
<td>Prather and Remsberg (1993)</td>
</tr>
<tr>
<td>Accuracy of low-sun photolysis rates (spherical atmospheres, polar chemistry)</td>
<td>Noon, midnight &amp; average profiles</td>
<td>Js</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Accuracy of wavelength binning (290-400 nm)</td>
<td>Single profile (0-24 km)</td>
<td>J-O$_4$ ('D), J-O$_3$, and J-NO$_2$</td>
<td>IPMMI transfer std with TUV</td>
<td></td>
</tr>
<tr>
<td><strong>Short time scale chemical processes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline box model comparisons of fast chemistry</td>
<td>Profiles and tracer-tracer correlations of radical precursors</td>
<td>N$_2$O, O$_3$, NO$_y$, Cl$_y$, Br$_y$</td>
<td>Balloon, shuttle, aircraft, and satellite obs.</td>
<td>Gao et al. (2001); Salawitch et al. (1994a)</td>
</tr>
<tr>
<td></td>
<td>Profiles, tracer-tracer correlations, and partitioning of radicals</td>
<td>O('P), O('D), HO$_x$, NO$_x$, ClO, BrO, Cl$_y$, Br$_y$, NO$_y$</td>
<td>Same as above</td>
<td>Pierson et al. (2000); Park et al. (1999)</td>
</tr>
<tr>
<td><strong>Long time scale chemical processes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparisons of source gases and reservoir species to observational climatologies</td>
<td>Tracer-tracer correlations</td>
<td>NO$_y$, N$_2$O, CH$_4$, H$_2$O</td>
<td>Balloon, aircraft and MIPAS obs.</td>
<td>Chang et al. (1996); Fahey et al. (1996); Müller et al. (1997)</td>
</tr>
<tr>
<td></td>
<td>Mean annual cycle @ 1hPa and 50hPa</td>
<td>BrO, CO, HCl, ClONO$_2$, N$_2$O, N$_2$, HNO$_3$, CH$_4$, H$_2$O, O$_3$</td>
<td>ACE-FTS, MIPAS, ODIN, SCIAMACHY</td>
<td>Millard et al. (2002); Salawitch et al. (2002); Sen et al. (1998)</td>
</tr>
<tr>
<td></td>
<td>Mean Profiles @30°-60°S</td>
<td>Same as above</td>
<td>Same as above</td>
<td>Same as above</td>
</tr>
<tr>
<td>Long-term variation of reservoir and radical species</td>
<td>Comparison of total column at selected ground based stations</td>
<td>HCl, ClONO$_2$, NO$_2$</td>
<td>NDACC</td>
<td>Rinsland et al. (2003)</td>
</tr>
<tr>
<td></td>
<td>Evolution of model results from 1960-2100; PoLS; EqUS; ExptLS</td>
<td>NO$_y$, Cl$_y$, Br$_y$, N$_2$O, CH$_4$, O$_3$, H$_2$O</td>
<td>None, model/model comparison</td>
<td>Eyring et al. (2007)</td>
</tr>
<tr>
<td></td>
<td>Summation of total organic and inorganic bromine and chlorine</td>
<td>TCl$_y$, TBr$_y$</td>
<td>None, model/model comparison</td>
<td></td>
</tr>
<tr>
<td><strong>Polar Processes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denitrification / dehydration</td>
<td>Comparison of gas-phase HNO$_5$ and H$_2$O on Eqlat / theta grid</td>
<td>HNO$_5$ and H$_2$O (gas-phase) [u,v,T for Eqlat-0°]</td>
<td>Aura-MLS</td>
<td>Manney et al. (2007); Santee et al. (2007); Lambert et al. (2007)</td>
</tr>
<tr>
<td>Chlorine activation</td>
<td>Comparison of HCl on Eqlat / theta grid (loss of HCl is proportional to Cl$_x$ activation)</td>
<td>HCl [u,v,T for Eqlat-0°]</td>
<td>Aura-MLS</td>
<td>Froidevaux et al. (2008)</td>
</tr>
</tbody>
</table>
Table 6.1 continued.

<table>
<thead>
<tr>
<th>Process</th>
<th>Diagnostic</th>
<th>Variables</th>
<th>Data</th>
<th>Referencesa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stratospheric aerosol processes</td>
<td>Abundance of NATb and ICEb SAD</td>
<td>SAD-NAT; SAD-ICE</td>
<td>None, model/model  comparison</td>
<td></td>
</tr>
<tr>
<td>Chemical ozone depletion</td>
<td>Tracer-tracer chemical ozone loss</td>
<td>O2, N2O, [u,v,T for Eqlat/θ]</td>
<td>HALOE-UARS</td>
<td>Rex et al. (2004); Tilmes et al. (2004); Tilmes et al. (2007)</td>
</tr>
<tr>
<td></td>
<td>PACIb</td>
<td>T, EESC</td>
<td>UKMETO; ERA-40</td>
<td>Tilmes et al. (2007)</td>
</tr>
</tbody>
</table>

Table 6.1 continued.

a Listed references only provide examples.

b Abbreviations: Js=photolysis rate constants (sec⁻¹); IPMMI = International Photolysis Frequency Measurement and Modeling Intercomparison campaign; SAD = surface area density; NOy = total reactive nitrogen; Cly = total inorganic; chlorine; Bry = total inorganic bromine; TCLy = total chlorine (inorganic + organic); TBr (inorganic+organic); HOx = OH + HO2; NOx = NO + NO2; NAT = nitric acid trihydrate; ICE = water ice; Eqlat-θ = Equivalent latitude - potential temperature coordinate system; PoLS = polar lower stratosphere; EqUS = equatorial upper stratosphere; ExtrpLS = extratropical lower stratosphere; PACl = potential for chlorine activation.

is given in Chapter 1.

6.3.1 Evaluation of Photolysis Rates

The accurate calculation of photolysis (J) rates is an essential component of any atmospheric chemical model. However, this calculation is complex and there are likely many causes for the differences between models. Models may differ in their treatment of radiative transfer, aerosols and clouds. Models may update the photolysis rates at a different time resolution. Although all CCM photolysis modules use standard absorption cross-sections (e.g., Sander et al., 2006, hereafter JPL-2006), they likely differ in how they are implemented in terms of wavelength integration or temperature dependence.

For these reasons it is important to compare photolysis rates calculated by CCMs using a standard set of prescribed conditions (e.g., O3, temperature, and pressure profiles). Modelling groups need to use the code actually employed in the CCM for this comparison, which is based only on the final J-values – the quantity actually relevant for the chemical comparisons – and not on the separate components of the calculation. For example, it is not useful to plot and compare cross-sections since each model has their own algorithm for number of wavelength bins, the method of averaging the cross-sections with solar flux, and how to include temperature dependencies.

6.3.1.1 Introduction to PhotoComp

This photolysis benchmark (PhotoComp 2008) is a component of SPARC CCMVal and has been designed to evaluate how models calculate photolysis rates (and indirectly heating rates) in the stratosphere and troposphere. The primary goal is to improve model performance due to better calibration against laboratory and atmospheric measurements, and to provide more accurate numerical algorithms for solving the equation of radiative transfer. As with specific components of any major model comparison (e.g., Prather and Remsberg, 1993), there may be numerous mistakes due to a different interpretation of the experiment, simple mistakes in model coding, different sources of physical data (solar fluxes, cross-sections, quantum yields) or different approximations of the exact solution. Any of these can make a model an “outlier” for one particular test, and thus the analysis must strive to identify these outliers as quickly as possible and provide clues as to the cause. This does not always mean that the majority rules, but in most cases, singularly unusual J-value profiles for a model are in error. The PhotoComp experiments are summarized in Table 6.2.

The PhotoComp 2008 participating models and the experiments they submitted are listed in Table 6.3. Details of the model photolysis schemes are given in the Supplementary Material in Table 6S-4. A total of 12 models (11 groups) performed at least some of the experiments and these included some stand-alone photolysis codes that have participated in other comparisons with models and measurements. Unfortunately, only 9 of the 18 CCMVal CCMs are represented. The missing CCMs should perform these tests in the future.

For PhotoComp 2008 we do not establish a single model as a reference standard, but instead define a robust mean and standard deviation from the ensemble of contributing models (see Table 6.4). The J-values (sec⁻¹) are converted to the natural logarithm of the J-value (ln(J)) and averaged. A lower altitude cutoff is made where J < 10⁻¹⁰ sec⁻¹ (or 10⁻¹⁴ sec⁻¹ for J-O₂). Models that fall more than
2 standard deviations (in $\ln(J)$) from the mean for levels starting 3 levels above the lowest altitude (step 2) up to ~74 km are dropped, and we recalculate this 'robust' mean $\ln(J)$ and standard deviation for the remaining models. The atmospheric average robust standard deviation (RSD) for the 60 J-values are reported in Table 6.4 and the profiles of the model deviations from the robust mean $\ln(J)$ for selected J-values are shown in Figures 6.1 and 6.4. This method quickly identified outlying models with obvious mistakes, and it also identifies specific J-values for which there is clearly a large uncertainty, even among the best models.

### 6.3.1.2 PhotoComp 2008 experiments

There were 3 parts to the photolysis comparison which are summarized below. Complete experimental details are

---

**Table 6.2:** PhotoComp 2008 experiments. The diagnostics which are used as quantitative metrics for the overall model assessment are highlighted in gray.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>ALB</th>
<th>SZA</th>
<th>RS</th>
<th>CLD</th>
<th>AER</th>
<th>Figure</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High Sun</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1a</td>
<td>0.1</td>
<td>15°</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>6.1, 6.4</td>
<td>Clear sky, with Rayleigh scattering</td>
</tr>
<tr>
<td>P1b</td>
<td>0.1</td>
<td>15°</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>6.2</td>
<td>Pinatubo aerosol in stratosphere</td>
</tr>
<tr>
<td>P1c</td>
<td>0.1</td>
<td>15°</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>6.3</td>
<td>Stratus cloud in troposphere</td>
</tr>
<tr>
<td><strong>Low Sun</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2a</td>
<td>0.1</td>
<td>84-96°</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>6.4</td>
<td>24-hour average</td>
</tr>
<tr>
<td>P2n</td>
<td>0.1</td>
<td>84°</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>6.4</td>
<td>Noontime</td>
</tr>
<tr>
<td>P2m</td>
<td>0.1</td>
<td>96°</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>6.4</td>
<td>Midnight</td>
</tr>
<tr>
<td><strong>Wavelength Binning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>0.0</td>
<td>15°</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>6.5</td>
<td>Beer’s Law extinction only, test wavelength binning for J-O3 and J-NO2</td>
</tr>
</tbody>
</table>

**Abbreviations:** Js=photolysis rate constants (sec$^{-1}$); SZA = solar zenith angle; ALB = surface albedo; RS= Rayleigh scattering; AER = aerosol; CLD = cloud.

**Table 6.3:** Models contributing to CCMVal PhotoComp 2008. The eight CCMs are indicated in bold.

<table>
<thead>
<tr>
<th>Group</th>
<th>Model</th>
<th>Label</th>
<th>P1a</th>
<th>P1b</th>
<th>P1c</th>
<th>P2a</th>
<th>P2n</th>
<th>P2m</th>
<th>P3</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFDL, USA</td>
<td>AMTRAC</td>
<td>AMTR</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>J. Austin</td>
<td></td>
</tr>
<tr>
<td>NIES, Japan</td>
<td>CCSR</td>
<td>CCSR</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>H. Akiyoshi</td>
<td></td>
</tr>
<tr>
<td>MPI-C, Ger.</td>
<td>EMAC</td>
<td>EMAC</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>R. Sander, C. Brühl</td>
<td></td>
</tr>
<tr>
<td>GSFC, USA</td>
<td>FastJX</td>
<td>GFJX</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>H. Bian</td>
<td></td>
</tr>
<tr>
<td>GSFC, USA</td>
<td>GEOSCCM</td>
<td>Gtbl</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>R. Kawa, R. Stolarski</td>
<td></td>
</tr>
<tr>
<td>CNRS, France</td>
<td>LMDZrepro (TUV4.1)</td>
<td>LMDZ</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>S. Lefebvre, S. Bekki</td>
<td></td>
</tr>
<tr>
<td>NIWA, NZ</td>
<td>NiwaSOCOL</td>
<td>NIWA</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>D. Smale, E. Rozanov</td>
<td></td>
</tr>
<tr>
<td>PMOD-WRC / ETH, CH</td>
<td>SOCOL</td>
<td>SOCOL</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>E. Rozanov</td>
<td></td>
</tr>
<tr>
<td>NCAR, USA</td>
<td>TUV</td>
<td>TUV</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>S. Madronich</td>
<td></td>
</tr>
<tr>
<td>UCI, USA</td>
<td>FastJX &amp; UCref</td>
<td>UCIJ</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>M. Prather</td>
<td></td>
</tr>
<tr>
<td>NCAR, USA</td>
<td>WACCM</td>
<td>WACC</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>D. Kinnison</td>
<td></td>
</tr>
</tbody>
</table>
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Table 6.4: Atmospheric averaged robust standard deviation of ln(J) (x100 = RSD in %), identifying Js and conditions for which there is general agreement among the models. Results are shown for high sun (P1a), polar noontime (P2n) and 24-hour average (P2a).

<table>
<thead>
<tr>
<th>No.</th>
<th>J-value</th>
<th>P1a</th>
<th>P2n</th>
<th>P2a</th>
<th>No.</th>
<th>J-value</th>
<th>P1a</th>
<th>P2n</th>
<th>P2a</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NO</td>
<td>19</td>
<td>30</td>
<td>34</td>
<td>31</td>
<td>F115</td>
<td>15</td>
<td>20</td>
<td>26</td>
</tr>
<tr>
<td>2</td>
<td>O2</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>32</td>
<td>CCl4</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>O3</td>
<td>18</td>
<td>14</td>
<td>16</td>
<td>33</td>
<td>CH3Cl</td>
<td>8</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>O3 (1D)</td>
<td>9</td>
<td>10</td>
<td>13</td>
<td>34</td>
<td>MeCCl3</td>
<td>8</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>H2COa</td>
<td>12</td>
<td>32</td>
<td>45</td>
<td>35</td>
<td>CHF2Cl</td>
<td>24</td>
<td>31</td>
<td>33</td>
</tr>
<tr>
<td>6</td>
<td>H2Cot</td>
<td>28</td>
<td>53</td>
<td>71</td>
<td>36</td>
<td>F123</td>
<td>13</td>
<td>-</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>H2O2</td>
<td>7</td>
<td>6</td>
<td>20</td>
<td>37</td>
<td>F141b</td>
<td>7</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>CH3OOH</td>
<td>7</td>
<td>10</td>
<td>22</td>
<td>38</td>
<td>F142b</td>
<td>24</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>9</td>
<td>NO2</td>
<td>7</td>
<td>7</td>
<td>17</td>
<td>39</td>
<td>CH3Br</td>
<td>3</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>NO3</td>
<td>7</td>
<td>10</td>
<td>19</td>
<td>40</td>
<td>H1211</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>N2O5</td>
<td>13</td>
<td>11</td>
<td>14</td>
<td>41</td>
<td>H1301</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>HNO2</td>
<td>3</td>
<td>4</td>
<td>-</td>
<td>42</td>
<td>H2402</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>HNO3</td>
<td>9</td>
<td>10</td>
<td>16</td>
<td>43</td>
<td>CH2Br2</td>
<td>8</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>14</td>
<td>HNO4</td>
<td>15</td>
<td>47</td>
<td>63</td>
<td>44</td>
<td>CHBr3</td>
<td>8</td>
<td>28</td>
<td>34</td>
</tr>
<tr>
<td>15</td>
<td>CINO3a</td>
<td>10</td>
<td>18</td>
<td>26</td>
<td>45</td>
<td>CH3I</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>CINO3t</td>
<td>7</td>
<td>17</td>
<td>28</td>
<td>46</td>
<td>CF3I</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>CI2</td>
<td>11</td>
<td>9</td>
<td>22</td>
<td>47</td>
<td>OCS</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>HOC1</td>
<td>5</td>
<td>16</td>
<td>24</td>
<td>48</td>
<td>PAN</td>
<td>6</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>19</td>
<td>OClO</td>
<td>8</td>
<td>8</td>
<td>13</td>
<td>49</td>
<td>CH3NO3</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>CI2O2</td>
<td>16</td>
<td>15</td>
<td>21</td>
<td>50</td>
<td>ActAld</td>
<td>41</td>
<td>45</td>
<td>49</td>
</tr>
<tr>
<td>21</td>
<td>ClO</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>51</td>
<td>MeVK</td>
<td>5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>22</td>
<td>BrO</td>
<td>3</td>
<td>15</td>
<td>24</td>
<td>52</td>
<td>MeAcr</td>
<td>21</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>23</td>
<td>BrNO3</td>
<td>6</td>
<td>9</td>
<td>15</td>
<td>53</td>
<td>GlyAld</td>
<td>24</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>24</td>
<td>HOBr</td>
<td>7</td>
<td>6</td>
<td>12</td>
<td>54</td>
<td>MEKeto</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>25</td>
<td>BrCl</td>
<td>10</td>
<td>6</td>
<td>15</td>
<td>55</td>
<td>EAlde</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>26</td>
<td>N2O</td>
<td>3</td>
<td>5</td>
<td>13</td>
<td>56</td>
<td>MGlyxl</td>
<td>21</td>
<td>25</td>
<td>38</td>
</tr>
<tr>
<td>27</td>
<td>CFCl3</td>
<td>4</td>
<td>4</td>
<td>10</td>
<td>57</td>
<td>Glyla</td>
<td>74</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>28</td>
<td>CF2Cl2</td>
<td>9</td>
<td>10</td>
<td>14</td>
<td>58</td>
<td>Glyxt</td>
<td>39</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>29</td>
<td>F113</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>59</td>
<td>Acet-a</td>
<td>12</td>
<td>35</td>
<td>36</td>
</tr>
<tr>
<td>30</td>
<td>F114</td>
<td>5</td>
<td>-</td>
<td>6</td>
<td>60</td>
<td>Acet-t</td>
<td>11</td>
<td>34</td>
<td>36</td>
</tr>
</tbody>
</table>

available in the Supplementary Material for Chapter 6.

Part 1 is a basic test of all J-values for high sun (SZA = 15°) over the ocean (albedo = 0.10, Lambertian). Part 1a: Clear sky (only Rayleigh scattering) and no aerosols. Part 1b: Pinatubo aerosol in the stratosphere. Part 1c: Stratus cloud in the troposphere. The primary atmosphere was specified in terms of pressure layers, mean temperature, and column O3 in each layer. Absorption by NO2 or other species was not included in calculating optical depths.

Part 2 tests the simulation of a spherical atmosphere and twilight conditions that are critical to the polar regions. It used the same atmosphere as Part 1 without clouds or aerosols and assumed equinox (solar declination = 0°) and latitude of 84°N. The surface SZA (not including refraction) therefore varies from 84° (noon) to 96° (midnight). J-values were reported at noon, midnight, and the 24-hour average (integrating as done in the CCM).

Part 3 tests the accuracy of wavelength binning in the critical region 290-400 nm that dominates tropospheric photolysis. Rayleigh scattering and surface reflection were
switched off (albedo = 0) giving effectively a simple Beer’s Law calculation. The calculation repeated Part 1, but report only J-values for J-O3 (i.e., total), J-O3(1D) [O3 → O2 + O(1D)], and J-NO2 [NO2 → NO + O]. These are the two critical J-values for the troposphere, and they both have unusual structures in absorption cross-section and quantum yields. Reference runs were done using very high resolution (< 0.1 nm) cross-sections and solar fluxes and for different options (e.g., JPL-2006 vs. IUPAC cross-sections) to provide a benchmark. Results for Part 3 focus on J-values below 24 km.

A standard atmosphere was specified, whose primary definition is in terms of the air mass (pressure thickness), ozone mass, and mean temperature in each layer. This chosen atmosphere is typical of the tropics with total ozone column of 260 DU. The use of JPL-2006 data (same as main CCM runs) was encouraged. High-resolution solar fluxes as a reference (sun-earth distance = 1.0 astronomical unit, averaged over the 11-year solar cycle) were also provided.

### 6.3.1.3 PhotoComp 2008 results and discussion

Figure 6.1 shows the deviations in ln(J) from the robust mean for nine selected J-values from experiment P1a. The agreement among the core models (those within 2
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**Figure 6.1:** Model deviations in ln(J) (sec⁻¹) from the robust mean for nine selected J-values (NO, O₂, O₃, O₃(1D), NO₂, H₂COa, CFCl₃, CF₂Cl₂, N₂O) from PhotoComp experiment P1a (clear sky, SZA = 15°). The robust mean and standard deviation are derived as follows: (1) calculate the mean ln(J) from all contributing models; (2) drop all lower altitudes where mean J < 1x10⁻¹⁰ (or <1x10⁻¹⁴ for J-O₂); (3) drop any model outside two standard deviations for levels starting 3 levels above the lowest altitude (step 2) up to ~74 km; (4) recalculate this robust mean ln(J) and standard deviation for the remaining models. The ±1 standard deviations are plotted as wide gray bands.
standard deviations) is really excellent for many J-values. Some models consistently fall outside this core and it appears to be due to the method of solving the radiative transfer equation (e.g., look-up tables). The robust standard deviation in J-NO is less than 20% above 1 hPa, but for the region 1-10 hPa where most of the NO is destroyed by J-NO, the models diverge with the fast-JX based models being almost a factor of 2 larger than the others. This discrepancy may reflect the failure of some models (e.g., UCI) to account for NO self-absorption above 0.1 hPa, or else the very different treatments of the Schumann-Runge bands.

For N₂O and CFCl₃, the robust standard deviation is very small. Surprisingly, it is much larger for CF₂Cl₂ which photolyses in the same wavelength region, and possibly the cross-sections for CF₂Cl₂ are effectively different in several models. Other oddities stand out, e.g., the relatively large ±15% range in J-H₂CO₂ (a = radical-radical product channel, H + HCO). Another feature is the generally worse agreement between J-O₂ and J-O₃(1D) within the troposphere compared with the stratosphere, and is probably caused by inadequate treatment of Rayleigh scattering. In general, most J-values that fall outside the ±2 standard deviation test show unusual structures with altitude, implying errors in the radiative transfer solution rather than the cross-sections.

Table 6.4 summarizes the RSD of the model J-values averaged over altitudes of interest for case studies P1a, P2a, P2b and P2a (see table text). For many J-values we find exceedingly good agreement (10% or less), but there are surpris-
ingly large RSDs for $J-O_3$ ($t =$ sum of all product channels), $J-H_2CO$ (a and t), $J-HNO_4$, $J-Cl_2O_2$, a couple fluorocarbons, and many of the volatile organic compounds (VOCs) (few contributing models). For $J-HNO_4$ the near-IR photolysis may not be included (Evans et al., 2003). $J-O_3$ is a key heating rate term: Three models show aberrant profiles at high sun (see Figure 6.1), but six models are obviously outside the RSD for polar conditions (see Figure 6.4). These discrepancies are worrisome and may impact the model circulations. However, note that in most cases CCM photolysis schemes are not linked to heating rate calculations.

The RSD is a single iteration that identifies and removes models more than ±2 standard deviations from the mean of ln(J). This method was chosen to avoid having extreme outliers influence the mean. The process can be iterated again and again to remove those outside the new smaller standard deviation range. For example, if we focus on $J-O_2$, the initial RSD over the stratospheric range of interest (18-70 km) is 7.1% with AMTR and CCSR and Gtbl removed. A second iteration removes EMAC, NiwaSOCOL, UMSLIMCAT and SOCOL, and cuts the standard deviation to 3.2%. Thus, a core group (GfJX, LMDZrepro, TUVM, UCIt, UCIJ, WACCM) shows remarkable agreement in the calculation of $J-O_2$. Similarly for $J-O_3$(D), if we focus on the stratosphere and mesosphere (12-74 km), then the first iteration drops CCSR and Gtbl, resulting in an RSD of 7.6%. The next iteration drops NiwaSOCOL and SOCOL, reducing the standard deviation to 4.0%; and a further iteration drops AMTRAC, leaving a core group (EMAC, GfJX, LMDZrepro, TUVM, UCIt, UCIJ, WACCM, UMSLIMCAT) with a standard deviation of only 2.8%.

Figure 6.2 shows the change in $J$-values for a Pinatubo-like aerosol layer (P1b). The enhanced aerosol scattering of the Mt. Pinatubo layer was predicted to alter the photolysis rates in the stratosphere and troposphere.
Five models (only two of which are CCMVal models) submitted results. All models agree on the 4-7% increase at short wavelengths (~205 nm, J-O2, J-N2O, J-CFCl3) in the layer immediately above the aerosols (20 km), but there is a large disparity in the middle of the aerosol layer at 18 km. UCIJ and GfJX (both based on fast-JX codes) predict a further increase to 11% above clear sky, whereas CCSRNIES, LMDZrepro, and TUVM predict a decrease in the ratio. Given the optical depth of 0.5 at mid-layer, one would expect that the J-values relative to clear sky would continue to increase in the aerosol layer, but this discrepancy may reflect the different ways of implementing a scattering layer relative to the CTM layers. Some models may have reported mid-aerosol-layer J-values; and others, the bottom of aerosol-layer (similar analysis applies to the stratus cloud layer (Figure 6.3). For J-values of interest throughout the atmosphere (e.g., J-O3(1D), J-H2O2, J-HNO3) the models are in reasonable agreement, showing up to 20% enhancements through most of the troposphere, except for CCSRNIES for which there may be a mistake in submission as the pattern of change in the troposphere is inexplicable. The offset of TUVM below the cloud from the GfJX-LMDZ-UCIJ curves is probably due to differences in aerosol layer placement, but needs to be clarified.

Figure 6.3 is similar to Figure 6.2 but for a thick stratus cloud (P1c). The enhanced scattering above a thick stratus cloud layer increases photolysis rates above and reduces them at the surface. Six models submitted results, and five models have the correct pattern. Once again, as in
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P1b, the placement of cloud in the second layer appears to differ with UCIJ-GfJX having 50% enhancements in the middle of the CTM layer, but TUVM-LMDZrepro-EMAC having reductions, possibly representing the bottom of the cloud. All five of these models have large (20% to 40%) reductions in the lowest layer, below the cloud. NiwaSOCOL apparently has a very simple and inaccurate parameterization of clouds. LMDZrepro reproduces the expected tropospheric patterns, but calculates large, incorrect enhancements in the 205 nm wavelength region, thus predicting enhanced photolysis of species such as O2, N2O, and CFCl3 above clouds.

Figure 6.5 shows (bottom) the robust mean ln(J) for J-NO, J-O3, J-O3(t) and J-ClO2 for experiments P1a and P2 (n, a, m), and (top) the deviations from the mean for the 24-hour polar average rates P2a for J-NO, J-O3, J-O3(t). As expected, averaging over polar twilight conditions increases the spread in the models as compared with high sun (P1a).

Figure 6.4 shows (bottom) the robust mean ln(J) for J-NO, J-O3, J-O3(t) and J-ClO2 for experiments P1a and P2 (n, a, m), and (top) the deviations from the mean for the 24-hour polar average rates P2a for J-NO, J-O3, J-O3(t). As expected, averaging over polar twilight conditions increases the spread in the models as compared with high sun (P1a).

Figure 6.5 shows results from the high-wavelength-resolution experiment P3 (SZA=15°, no Rayleigh scattering, no surface albedo, see figure caption). Six models contributed results from their standard models and two (h-GSFC, h-UCI) also contributed high-resolution wavelength integrations of the J-values. These two high-resolution models also included an additional high-resolution calculation for J-NO3 that explored different approaches to using the NO3 cross-sections and quantum yields (see figure caption). The calculation of J-O3(t) from the ten different submissions is in good agreement, with a min-max range of ±4%. An estimate of the error in adopting the coarser wavelength resolution of UCIJ’s fast-JX (7 nm) instead of the UCIr’s J-ref code (1 to 2 nm bins over 295-324 nm) is seen to be small (2%) and is consistent with the very high resolution of h-UCI (0.05 nm bins) using the same solar flux and physics. Thus we conclude that 5 groups agree on the calculation of J-O3(t) within 5% and that the various wavelength resolutions and quadratures have small errors.

The J-O3(t) values, with the exception of TUVM are much tighter, with a ±2.5% min-to-max range. The TUVM values are surprisingly about 3% below the mean of models and may reflect a difference in the Chappuis-band photolysis (> 400 nm).

The J-NO2 values are in excellent agreement with a core group of models having a ±1% min-max range. The two Goddard models (GfJX and h-GSFC) are inexplicably, uniformly greater by almost 3%. In the upper troposphere and lower stratosphere at temperatures below 240 K there is ambiguity in how to calculate NO2 photolysis given the recommended tables for cross-sections (220 K and 294 K) and quantum yields (248 K and 298 K). The UCI models (UCIJ, UCIr, h-UCI) interpolate linearly with temperature between the two tabulated values and do not extrapolate; whereas the h-UCI(xT) model (and apparently the TUVM model) extrapolates the log of both values to temperatures beyond the table range. This modest extrapolation is probably valid and thus there is a bias error in most standard models for J-NO2 in the upper troposphere/lower stratosphere (UTLS) of about +3%.

Overall, the agreement among the participating models in experiment P3 (Figure 6.5) is excellent. Even the potential biases identified are below 3%. In terms of grading,
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we could give all the participating models a good score for this part, but more importantly, this experiment shows that calculation of J-values using coarse resolution - providing the wavelength averaging is done correctly (see Wild et al., 2000) - does not induce errors above 2%.

Models and Measurements. An earlier version of TUVM participated in the International Photolysis Frequency Measurement and Modeling Intercomparison (IPMMI; Cantrell et al., 2003; Hofzumahaus et al., 2004) and performed excellently in calculating the clear-sky J-NO\textsubscript{2}, J-O\textsubscript{3}(total), and J-O\textsubscript{3}(\textsuperscript{1}D) at the ground over the full range of SZA during the day. Thus TUVM provides a transfer standard for the P3 experiments (at least near the surface) and indicates that those participating models do match measured tropospheric J-values. Several campaigns measured J-values in the lower stratosphere (e.g., POLARIS, and SOLVE) and it may be possible in the future to find a suitable transfer standard, such as the APL model, for these measurements.

6.3.1.4 PhotoComp 2008 grading

One major issue of model comparison is to grade models objectively. For photolysis we consider both the completeness of the reported J-values and the accuracy compared with the robust mean. While it is possible to calculate the abundance of stratospheric ozone without all the requested J-values, their inclusion in the CCM allows for that species to be simulated and evaluated against observations. Thus we include completeness of J-values relevant to stratosphere and troposphere separately. For accuracy, we consider only the 45 J-values with stratospheric relevance and the grades (in %) represent roughly the fraction of J-values that passed the RSD test. These grades are slightly generous for models that did not report all 45 J-values as only the reported outlying J-values were counted as inaccurate. Grades for the stand-alone (non-CCM) models were all in the 0.9 – 1.0 (90-100%) range.

The reporting CCMs showed a wide range of skill in calculating Js (Figure 6.6). EMAC, GEOSCCM, LMDZrepro, UMSLIMCAT and WACCM were consistently in the 0.9 – 1.0 (90-100%) range. EMAC was unusual in having trouble with the 24-hour average polar Js, and given the rest of its performance, this looks like a mistake in averaging for the PhotoComp reporting. NiwaSOCOL and SOCOL have some occasional problems that could be either the radiative transfer solutions or cross-sections. AMTRAC and CCSRNIES appear to have serious flaws in the radiative transfer solution with large errors in key J-values. Unfortunately, we have no information on the other nine CCMs. If the lack of participation was due to the difficulty of running PhotoComp experiments with the CCM J-value code, then this is worrisome as it points to the lack of ability to test the components of the CCMs or have a traceability to independent codes. Overall, given the good comparison of many CCMs with the detailed benchmark codes, we can conclude that it is possible to incorporate an accurate but computationally efficient photolysis scheme in a global CCM.

6.3.2 Evaluation of Radical (Fast) Chemistry (Non Polar Region)

The fast photochemistry within the CCMs has been evaluated by comparison of radical species in the O\textsubscript{x}, HO\textsubscript{x}, NO\textsubscript{x}, ClO\textsubscript{x}, and BrO\textsubscript{x} families to results from a photochemical steady state (PSS) box model, constrained by values of radical precursors specific to each CCM. In the past the PSS box model has been compared exhaustively to observed abundances of radicals and radical precursors (e.g., Salawitch et al., 1994a,b, 2002; Wennberg et al., 1994, 1998; Osterman et al., 1997, 1999; Sen et al., 1998, 1999; Jucks et al., 1998, 1999, Christensen et al., 2002; Kovalenko et al., 2007). The approach described below has
been used previously in the evaluation of 2D and 3D models sponsored by the NASA Models and Measurements Intercomparison II (NASA/TM-1999-209554).

6.3.2.1 Background to photochemical steady state model comparisons

We computed zonal, monthly mean values of the radical precursors O$_3$, H$_2$O, CH$_4$, CO, NO$_3$, Cl$_2$, and Br$_2$ (hereafter precursors) as a function of pressure and radicals (O(1D), O(1S), OH, HO$_2$, NO$_x$, ClO, and BrO/Br$_2$) from the REF-B1 T3I files. Zonal, monthly mean profiles of T, N$_2$O and sulfate surface area density (SAD) were also found. The profiles of T, O$_3$, H$_2$O, CH$_4$, CO, NO$_3$, Cl$_2$, Br$_2$, and sulfate SAD were input to the PSS box model. The model is used to compute the diel variation of O(1P), O(1S), OH, HO$_2$, NO$_x$, ClO, and BrO on a 15 minute time grid using an explicit integration scheme that converges to steady state (production and loss of each chemical species $\approx 0$ when integrated over a 24 hr period) using a Newton-Raphson solver. If the CCM model has used the same chemical mechanism (reaction scheme, rate constants, and absorption cross-sections) as the PSS model, then 24-hour average profiles of radicals found from the PSS simulation should closely approximate the zonal monthly mean profiles of radicals from the CCM. A close level of agreement should occur because the T3I files upon which the zonal monthly mean CCM profiles are based provide an instantaneous snapshot for a specific value of GMT at all longitudes. There are possible non-linearities in the chemistry due to zonal asymmetry. We provide a quantitative evaluation of the impact of these non-linearities on the comparisons by calculating the standard deviation, about the zonal monthly mean, of temperature and radical precursor abundances. The PSS model is re-run, varying each of the quantities, with the results factoring into the uncertainty calculation. In this manner, we provide a first-order estimate of the impact of these non-linearities on the fast chemistry.

We have chosen to analyse time periods for which observations of precursors and radicals are available from balloon and aircraft campaigns. We compare zonal, monthly mean profiles of radical precursors from each CCM to measured values to assess how accurately these fields are simulated. Rather than compare CCM profiles of radicals to measured radicals, we instead compare to profiles of radicals from the PSS model, which are calculated in the same manner using precursor fields from each CCM. It has been established that the PSS box model provides a reasonably accurate description of measured OH, HO$_2$, NO, NO$_2$, and BrO (e.g., Salawitch et al., 1994a,b, 2002, 2005; Wennberg et al., 1994, 1998; Osterman et al., 1997, 1999; Sen et al., 1998, 1999; Jucks et al., 1998, 1999, Christensen et al., 2002; Pundt et al., 2002; Kovalenko et al., 2007). Therefore, our presumption is that a CCM provides a reasonable representation of fast photochemical processes if:

- the CCM specifies the abundance of radical precursors reasonably well compared to observations and;
- the CCM calculates the abundance of radicals species in a manner that agrees reasonably well with the output of the PSS box model, when the PSS model is constrained to precursor profiles from the CCM.

Unfortunately, we lack observations of O(3P) and O(1D). For these species, the PSS box model is used to place the CCM output on a common scale; models that compare well to the PSS output can be inferred to have similar representations of the chemical processes that control these O$_3$ species, whereas models that differ significantly from the PSS output can be inferred to have a representation of O$_3$ chemistry that differs from the other CCMs. It would be difficult to reach such a meaningful conclusion based on comparisons of profiles of O(3P) and/or O(1D) from individual CCMs, due to the non-linear dependence of O$_3$ on local O$_3$ density as well as overhead O$_3$ and pressure.

For the results shown in this chapter, we focus on comparisons for two time periods. The first is for volcanically perturbed conditions at northern hemisphere (NH) mid-latitudes; the second is for moderate aerosol loading conditions in the subtropical NH. Observations during the first time period in the analysis were obtained by the JPL Fourier Transform InfraRed (FTIR) Interferometer (http://mark4sun.jpl.nasa.gov), which flew on the NASA Observations of the Middle Stratosphere (OMS) balloon payload launched from Ft. Sumner, New Mexico (35°N, 104°W) on September 25 and 26, 1993 (e.g., Osterman et al. 1997; Sen et al., 1998; Jucks et al., 1998; Salawitch et al., 2002). Observations during the second time period were obtained by instruments on board the NASA ER-2 aircraft, on a flight based out of Barbers Point, Hawaii (21°N, 158°W) during the STRAT campaign (http://www.espo.nasa.gov/strat/status/summary_jan96.html) on February 21, 1996 (e.g., Lanzendorf et al., 2001; Weinstock et al., 2001; Dessler, 2002).

There are two other important details of the PSS comparisons that require explanation. One involves chemical kinetics; the other involves sulfate SAD. The PSS model is well suited to mimic the chemical kinetics used by each CCM group (Table 6S.2). For the 2 CCM groups (EMAC and GEOSCCM) that used kinetics parameters from JPL-2002 (Sander et al., 2003) in the REF-B1 simulation, we conducted the PSS comparison using JPL-2002 kinetics. For the other 12 CCMs, JPL-2006 (Sander et al., 2006) kinetics were used both in the REF-B1 simulation and the PSS evaluation. Of these 12 groups, only 3 CCMs (LMDzrepro, UMxLIMCAT, and WACC) included the chemical reaction BrONO$_2$+O, new for JPL-2006, within
their model. The other 9 CCM teams that used JPL-2006 kinetics neglected this reaction. Inclusion of this reaction increases the BrO/Br\textsubscript{2} ratio (Sinnhuber \textit{et al.}, 2002) and has an important effect on the evaluation of CCM chemistry. Indeed, in preliminary versions of this exercise, we provided our own “assessment” of which CCM teams had overlooked this reaction in their implementation of JPL-2006 kinetics that proved to be remarkably accurate. Finally, one group, MRI, neglected the production of HCl by the reaction ClO+OH. Neglect of this product channel, which has been well quantified in the laboratory (Lipson \textit{et al.}, 1999), results in an overestimate of model ClO (McElroy and Salawitch, 1989) and an overestimate of the impact of halogens on future levels of upper stratospheric ozone (Müller and Salawitch, 1999). For the ClO evaluation of the MRI model, the PSS model was run with and without this product channel.

The other detail requiring explanation is sulfate SAD. For the REF-B1 simulation, each CCM group was supposed to use specified values of sulfate SAD, as a function of altitude and latitude, based on the climatology reported by Thomason \textit{et al.} (1997) (updated to near present times). Six CCM teams submitted T3I files for sulfate SAD to the archive. One model team, GEOSCCM, provided their value of sulfate SAD via private communication. Another team, AMTRAC, submitted time slices of sulfate SAD for the two evaluation periods. Figure 6.7 shows profiles of sulphate SAD from these 8 CCMs, as a function of altitude and pressure, for the two fast chemistry evaluation periods. The profiles exhibit tremendous differences. The top panels of Figure 6.7 compare sulphate SAD versus pressure. The bottom panels compare sulfate SAD versus geometric altitude; on these plots, the climatological values of sulfate SAD are shown by the grey shaded region. For September 1993, the grey shaded region corresponds to the Thomason \textit{et al.} (1997) climatology at 32.5°N and 37.5°N;
for February 1996, the grey region corresponds to the climatology at 17.5°N and 27.5°N. To show the results from the CCM models as a function of altitude, we integrated the hypsometric equation starting at the surface, using the zonal monthly mean CCM values of \( T \) versus pressure (none of the models archived altitude information). The bottom panel indicates values of \( g \) for each model, found using Equation 6.1 with \( n = 3 \), where \( \sigma_{\text{obs}} \) was based on either the width of the grey shaded region at a particular altitude or 10% of the climatological value of sulfate SAD, whichever is largest. The vertical lines in all panels extend to the tropopause.

The values of sulfate SAD archived by the various CCMs exhibit tremendous variability, despite the aim that the REF-B1 be conducted using the same prescribed aerosol climatology in all models. The lowest value of sulfate SAD was used by GEOSCCM, which ran REF-B1 for background (non-volcanic) aerosol conditions. The other 7 CCMs display large differences in SAD for both altitude and pressure coordinates. With the exception of AMTRAC, which provided profiles of sulfate SAD for only a few specified time slices, we have examined time series of sulfate SAD at various altitudes to confirm that we properly interpreted the time coordinate of each model. Results are shown in Figure 6S.1 of the Supplementary Material. All of the models show a peak in sulfate SAD at about the time that aerosol from the eruption of Mt. Pinatubo reached the stratosphere. However, two of the models (LMDZrepro and ULAQ) have archived values of sulfate SAD that are quite different from the prescribed climatology. Furthermore, 6 CCM groups (CMAM, EMAC, MRI, SOCOL, UMSLIMCAT, and UMUKCA-METO) submitted enough T31 files from the REF-B1 for the fast chemistry to be evaluated, but neglected to archive sulfate SAD. The goal of the REF-B1 simulation was for each model to simulate, as closely as possible, the sensitivity of ozone to halogens and volcanic aerosol during the past half century. The large difference between the archived values of sulfate SAD and the climatology suggests this goal has not been achieved. One difficulty in achieving this goal may be that the aerosol climatology was specified as a function of geometric altitude, a coordinate not native to most CCMs.

The profile of sulfate SAD has a profound impact on the abundance of \( \text{NO}_x, \text{HO}_x, \) and \( \text{ClO}/\text{Cl}_x \) in the lowermost stratosphere. We chose September 1993 as a first case for examination due to the perturbation to the chemical radicals by the Pinatubo aerosol. Provided each model archives the actual profiles of sulfate SAD used in their REF-B1 run, the fact that there is so much model to model variability is not central to our evaluation of the CCM fast chemistry. For the 6 CCM groups that did not archive sulfate SAD, we have estimated this quantity by calculating a value of geometric altitude at each CCM pressure level and interpolating the sulfate SAD climatology for the precise CCM altitude. We associated the uncertainty in these values of sulfate SAD based on a ±0.2 km uncertainty in the altitude and a 5° uncertainty in the latitude used in the interpolation. In the grading table that summarizes the results of the fast chemistry evaluation, we include an asterisk within the “total grade” cell for the 6 CCMs that did not archive sulfate SAD, reflecting the importance of this parameter to the fast chemistry evaluation.

6.3.2.2 Photochemical steady state model results

Figure 6.8 compares the zonal monthly mean profile of radical precursor from 14 CCMs, for September 1993 and the closest model latitude to 35°N, to the profile of \( \text{N}_2\text{O} \) measured by the balloon-borne MkIV instrument on 25 Sept 1993 at 35°N. Comparisons are also conducted for correlations of \( \text{Cl}_x \) vs. \( \text{N}_2\text{O}, \text{H}_2\text{O} + 2\text{CH}_4 (\text{H}_{\text{tot}}) \) vs. \( \text{N}_2\text{O}, \text{NO}_y \) vs. \( \text{N}_2\text{O} \), where all observed values of all quantities are based on MkIV measurements. Comparisons are made for \( \text{Cl}_x \) vs. \( \text{N}_2\text{O} \) and \( \text{Br}_x \) vs. \( \text{N}_2\text{O} \) as well. Here, the estimates of \( \text{Cl}_x \) and \( \text{Br}_x \) are based on the Woodbridge et al. (1995) and Wamsley et al. (1998) relations, respectively. These relations were derived from aircraft observations that sampled stratospheric air masses, and have been scaled to mid-latitude conditions appropriate for September 1993 using well known time variations of organic halocarbons (e.g., Table 8-5, WMO 2007). The \( \text{Br}_x \) relation was scaled to remove the influence of \( \text{CH}_2\text{Br}_2 \), a species known to provide ~2.2 ppt to the stratosphere (Wamsley et al., 1998) that was not prescribed in the REF-B1 simulation.

For a quantitative evaluation of the radical precursor fields within the CCMs, we used Equation 6.1 with \( n=3 \) to find \( \mu_{\text{precursor}} \) for each model (numerical values given on Figure 6.8). Here, \( \mu_{\text{CCM}} \) is the zonal-mean value from each CCM, \( \mu_{\text{obs}} \) is the precursor value from either MkIV or the \( \text{Cl}_x \) (Woodbridge) or \( \text{Br}_x \) (Wamsley) relation, and \( \sigma = \sqrt{(\sigma_{\text{CCM}}^2 + \sigma_{\text{obs}}^2)}, \) where \( \sigma_{\text{CCM}} \) is the average value of the standard deviation about the zonal-mean for all of the CCM days that were used to describe the zonal, monthly mean (the number of days used varies from model to model, but is typically between 3 and 5), \( \sigma_{\text{obs}} \) is the uncertainty of the observation, and the summation is carried out over the \( N \) CCM model levels between the tropopause and 1 hPa. Negative values of \( g \) were set to zero. For the \( \text{N}_2\text{O} \) comparison, the MkIV profile was interpolated versus log-pressure to the pressure of each model. For the other comparisons, the “observed relation” of each species versus \( \text{N}_2\text{O} \) is interpolated to the CCM value of \( \text{N}_2\text{O} \) at each model level. The tropopause for each model was determined from the zonal monthly mean temperature versus pressure profile, using the WMO definition of the thermal tropopause. We averaged between the tropopause and 1 hPa to focus on the part of the stratosphere relevant for ozone loss and...
Figure 6.8: Comparison of N₂O profiles and the relation of radical precursors versus N₂O (black) to zonal monthly mean values from various CCM models (coloured lines and symbols, as indicated) for 35°N in September 1993. CCM output is for the closest model latitude to 35°N, as indicated. Numerical values of g (see text) are also noted. Comparisons of N₂O vs. pressure and O₃ vs. N₂O are shown in panel (a); comparisons of NOy vs. N₂O and H₂O+2CH₄ vs. N₂O are shown in panel (b); comparisons of Cly vs. N₂O and Bry vs. N₂O are shown in panel (c).
recovery calculations.

For the calculation of \( g_{\text{precursor}} \) we have added an additional constraint on \( \sigma_{\text{obs}} \), it can never fall below 5\%, 10\%, 5\%, 10\%, 2.5\%, or 10\% of \( \mu_{\text{obs}} \) for \( \text{NO}_x, \text{O}_3, \text{H}_x, \text{H}_x, \text{Cl}_x, \) or \( \text{Br}_x \), respectively. A “floor” on \( \sigma_{\text{obs}} \) is essential, because otherwise the quantitative evaluation of \( g_{\text{precursor}} \) is biased by altitudes where a measurement team might claim to have extraordinarily high accuracy, causing small differences between \( \mu_{\text{obs}} \) and \( \mu_{\text{CCM}} \) to be magnified by the low value of the denominator of Equation 6.1. The numerical values given above are based on our assessment, based on many years of working with atmospheric chemistry measurements, of how well each parameter is really known. The “floor” on \( \sigma_{\text{obs}} \) is analogous to “error inflation”, a process whereby the uncertainty of meteorological observations is increased prior to assimilation within Numerical Weather Prediction models (e.g., Whitaker et al., 2008; Hamill and Whitaker, 2005). It is reassuring that after application of this additional constrain on \( \sigma_{\text{obs}} \), the resulting values of \( g_{\text{precursor}} \) represent the visual impression gleaned from examination of many model/data comparison plots. The high value of 10\% for \( O_3 \) reflects the difficulty inherent in the comparison of the \( O_3 \) vs. \( \text{N}_2\text{O} \) relation measured at a single location, which is sensitive to the dynamical histories of the sampled air parcels, to a relation based on zonal monthly mean profiles from the CCMs. Also, for 35°N, Sept 1993, the MkIV instrument obtained observations on a successive sunset and sunrise (Sen et al., 1998). The observations were similar, except for \( O_3 \) vs. \( \text{N}_2\text{O} \) (Figure 6.8a). Atmospheric observations have revealed that the other tracer relations are much less sensitive to recent air mass history, owing to the longer photochemical lifetimes for \( \text{NO}_x, \text{H}_x, \text{Cl}_x, \) and \( \text{Br}_x \) compared to that for \( O_3 \). The uncertainty in the observed value of \( O_3 \) at a particular value of \( \text{N}_2\text{O} \), used to compute \( g_{\text{precursor}} \), is based on whichever is larger: 10\% of the mean value of \( O_3 \) or the range of \( O_3 \), defined as one-half of the measurement difference.

As noted above, Figure 6.8 shows the evaluation of the radical precursor fields at ~35°N for September 1993. The models have a range of representation for radical precursors, with some models (i.e., WACCM and ULAQ) providing extremely realistic overall specifications. The measured profile of \( \text{N}_2\text{O} \) is represented reasonably well by all models, with some indicating somewhat more (or less) descent than implied by the observation. The GEOSCCM and MRI models exhibit best agreement with this metric. The models exhibit a range of values for \( O_3 \) vs. \( \text{N}_2\text{O} \), reflecting the sensitivity of this metric to recent airmass history. Nonetheless, ten of the models demonstrate very good agreement (i.e., \( g_{\text{precursor}} > 0.70 \)) with the observed range of \( O_3 \) vs. \( \text{N}_2\text{O} \) relation. The \( \text{NO}_x \) vs. \( \text{N}_2\text{O} \) relation is represented quite well by most of the models, with the exception of CAM3.5 (\( \text{NO}_x \) much larger than observation) and MRI (\( \text{NO}_x \) much less observation).

The models exhibit a range of values for \( \text{H}_x \), with some models (especially CCSRNIES) exhibiting a too dry stratosphere and other models (especially CNRM-ACM) exhibiting excess moistness. Best simulations of \( \text{H}_x \) are achieved by AMTRAC, CAM3.5, GEOSCCM, MRI, SOCOL, ULAQ, UMSLIMCAT, and WACCM. The range of values for \( \text{H}_x \) may reflect the sensitivity of stratospheric \( \text{H}_2\text{O} \) to small differences in tropopause temperature (see Section 6.3.3).

The CCMs exhibit a substantial range in the \( \text{Cl}_x \) vs. \( \text{N}_2\text{O} \) relation, which is surprising because the loss processes of the source gases are well known and the surface abundances have been specified for the REF-B1 simulation. Best agreement is achieved by CAM3.5, CMAM, EMAC, LMDZrepro, ULAQ, UMSLIMCAT, and WACCM. Simulated values of \( \text{Cl}_x \) at the top of the stratosphere for September 1993 range from a low of ~2.8 ppb (AMTRAC) to a high of ~3.8 ppb (CCSRNIES and SOCOL); observations suggest an actual value of ~3.25 ppb, as indicated. The chlorine loading of the CCM runs is discussed in more detail in Section 6.3.3.

Inorganic bromine (Br\(_x\)) is the radical precursor field that varies the most among the CCMs. The Br\(_x\) vs. \( \text{N}_2\text{O} \) relation exhibits a large amount of model to model variability. The REF-B1 calculation was supposed to be carried out with stratospheric bromine supplied only by CH\(_3\)Br and halons. Some models (i.e., CCSRNIES, LMDZrepro, MRI, SOCOL, and UMSLIMCAT) also apparently allow for the influence of very short-lived bromocarbons on stratospheric Br\(_x\) (see Section 6.3.3 for a full discussion). Other models (i.e., CAM3.5 and EMAC) archived lower values of Br\(_x\) than should be present in the mid-latitude stratosphere during September 1993.

Figure 6.9 shows a comparison of zonal monthly mean values of radicals (\( \text{HO}_x, \text{NO}_x, \text{NO}_x, \text{ClO}, \text{Cl}_x, \) and Br\(_x/\text{Br}_x\)) from each CCM to the 24-hour average value of the radicals found using the PSS box model, constrained by profiles of \( T, O_3, \text{H}_x, \text{CH}_x, \text{CO}, \text{NO}_x, \text{Cl}_x, \text{Br}_x, \) and sulfate SAD from the various CCMs. (Similar plots for O\(^{3P}\) and O\(^{1D}\)) are provided in Figure 6S.2 of the Supplementary Material). Metrics, in this case \( g_{\text{radical}} \) (numerical values given on each panel) are again found using Equation 6.1, with \( n = 3, \sigma = \sqrt{\sum (\sigma_{\text{CCM}}^2 + \sigma_{\text{PSS}}^2)} \), and the other CCM terms described as above. Here, \( \mu_{\text{obs}} = \mu_{\text{PSS}} \) and represents 24-hour abundance of radicals found using the latitude, solar declination angle for each CCM from a full diel simulation, and the summation is carried out for the \( N \) CCM model levels between the tropopause and 1 hPa (between the tropopause and 5 hPa for Br\(_x/\text{Br}_x\)). Again, negative values of \( g \) are set to zero. The quantity \( \sigma_{\text{PSS}} \) represents the variability of the PSS output found by perturbing, relative to the baseline run, values of nine input parameters given above by the standard deviation, about the zonal mean, of these quantities from each CCM. This variability is represented by the
Figure 6.9: Comparison of zonal monthly mean profiles of radicals from CCM models (coloured lines and symbols) versus 24-hour average radical profiles found using a PSS box model constrained by profiles of T, O_3, H_2O, CH_4, CO, NO_y, Cl_y, Br_y, and sulfate SAD from the various CCMs for 35°N in September 1993. The PSS model was run for CCM model levels from the tropopause (dashed lines) to 1 hPa. The PSS model uses the latitude of the CCM output that is closest to 35°N and solar declination corresponding the the mid point of the monthly mean. Numerical values of g and the chemical kinetics in the simulation are given (see text). The
coloured error bars represent the standard deviation about the zonal monthly mean for various days used to compute the mean. The black error bars represent the sensitivity of PSS output to variability in the CCM profiles of radical precursors. Results for HOx, NOx/NOy, ClO/Cly, and BrO/Bry are shown, respectively, in panels (a), (b), (c), and (d). For the MRI model, results are shown with and without production of HCl by the chemical reaction ClO+OH (see text). For AMTRAC, CAM3.5, CCSRNIES, CMAM, CNRM-ACM, MRI, SOCOL, ULAQ, and UMUKCA-METO, results are shown with and without consideration of the reaction BrONO2+O (see text).
black error bars in Figures 6.9. Typically, $\sigma_{PSS}$ peaks in the lowermost stratosphere, reflecting the sensitivity of radicals to zonal asymmetry in this region of the atmosphere. For the calculation of $g_{RADICAL}$, the value of $\sigma_{PSS}$ is floored at 5% of the value of $\mu_{PSS}$ (the figures show $\sigma_{PSS}$ before this floor is imposed). Flooring $\sigma_{PSS}$ at a modest, non-zero value is crucial to the proper use of the PSS model to assess the chemical mechanism within CCMs, because often the radical profiles found from a CCM model will follow the general shape of the PSS profile, but be 3 to 5% systematically high (or low) at many levels. If we allowed $\sigma_{PSS}$ to reflect only the propagation of variability in the precursors through the PSS model, the calculation of $g_{RADICAL}$ would be biased whenever the variance about the zonal-mean of the radical precursors (from the CCM) leads to very small perturbations in radical fields (i.e., whenever an unduly small value for the denominator of Equation 6.1 is found).

We chose $O(3P)$, $O(1D)$, $HOx$, $NOx/NOy$, $ClO/Cly$, and $BrO/Bry$ as our basis for comparison because these species participate in the crucial rate limiting steps for loss of ozone and/or other long-lived stratospheric gases. The ratios $NOx/NOy$, $ClO/Cly$, and $BrO/Bry$ are used because these quantities are less sensitive to dynamical variability than values of $NOx$, $ClO$, and $BrO$. Presumably, if the PSS model, using precursor fields from the CCM, accurately simulates the values of $O(3P)$, $O(1D)$, $HOx$, $NOx/NOy$, $ClO/Cly$, and $BrO/Bry$ found by the CCM, then both models represent a “chemical mechanism” in a similar manner.

Figure 6S.2a shows comparisons for $O(3P)$. With the exception of the MRI model, the comparisons are uniformly very good to excellent (note: three of the CCM groups failed to archive fields of $O(3P)$). Larger differences are found for $O(1D)$ (Figure 6S.2b). The values of $g_{RADICAL}$ range from a high of 0.83 (CAM3.5) to a low of 0.23 (MRI), with four CCM groups failing to archive fields of $O(1D)$.

The shape and magnitude of the $HOx$ profile found by the PSS simulation agrees well with the profile found by most CCMs (Figure 6.9a). Differences are typically largest in the lower stratosphere, where the influence of zonal asymmetry is largest (highest values of $\sigma_{PSS}$). Profiles of $HOx$ reported by AMTRAC, CMAM, LMDZrepro, ULAQ, UMSLIMCAT, and WACCM are simulated in a very good to excellent manner. The shape and magnitude of the $NOx/NOy$ ratio from the various CCMs, as for $HOx$, is generally simulated quite well by the PSS model (Figure 6.9b). Excellent agreement is achieved for EMAC, LMDZrepro, and WACCM. The large differences between the PSS simulation and the value of $NOx/NOy$ archived in the lower stratosphere by a few of the CCMs suggests either misrepresentation of sulfate SAD within the PSS model (fields of sulfate SAD were not archived by CCM groups with some of the largest differences) or else the effect of volcanic aerosols on chemical composition is represented in a different manner by the respective models compared to the representation in the PSS model. In general, when the value of $NOx/NOy$ in the lower stratosphere from the PSS model exceeds the value from a CCM (i.e., UMSLIMCAT), then the value of $HOx$ from the PSS model falls below the value from the CCM (UMSLIMCAT). When $NOx/NOy$ from PSS falls below that from a CCM (i.e., UMUKCA-METO and MRI), then generally $HOx$ from PSS exceeds that of the CCM. This interplay between the two radical families is “as expected” (e.g., Wennberg et al., 1994); it is reassuring to see this characteristic of the comparisons shown in Figures 6.9a and 6.9b. Figure 6.9c shows the comparison for $ClO/Cly$. In nearly all cases, the PSS and CCM profiles follow a similar shape. However, for some CCMs, the magnitudes are quite different. Best agreement is achieved for CMAM, CNRM-ACM, EMAC, LMDZrepro, UMSLIMCAT, and WACCM. The peak value of $ClO/Cly$ is highly overestimated, with respect to the PSS simulation, by the MRI model. This overestimate is due in part to the neglect of the $ClO + OH \rightarrow HCl$ product channel in the MRI model (Table 6S.1). We have conducted another PSS simulation neglecting this product channel, to better approximate the chemical mechanism used by MRI. Neglecting this product channel results in a profile for $ClO/Cly$ that lies closer to the MRI profile (dotted line, MRI panel, Figure 6.9c), but the MRI value of $ClO/ClOy$ still exceeds the PSS value. For the computation of the $g_{RADICAL}$, we have used the PSS simulation that includes the HCl product channel, because production of HCl by $ClO+OH$ is a key component of the “standard” stratospheric photochemical mechanism in use for the past decade. The profile of $ClO/Cly$ is somewhat overestimated by GEOSCCM, near the peak, for reasons that are unclear. For ULAQ, values of $ClO/Cly$ are strongly under-estimated in the upper stratosphere and strongly overestimated in the lower stratosphere. Use of a linear coordinate for the horizontal axis obscures some important differences in the lower stratosphere, such as the presence of quite large values of $ClO/Cly$ by the CNRM-ACM and SOCOL models.

Figure 6.9d shows the comparison for $BrO/Bry$. For the 2 CCMs that use JPL-2002 kinetics (EMAC and GEOSCCM) as well as the 3 CCMs that use JPL-2006 kinetics and include the BrONO2+O reaction (LMDZrepro, UMSLIMCAT, and WACCM), one PSS curve is shown. For the other 7 CCMs, the results of PSS simulations both including and neglecting this reaction are shown. The numerical value of $g_{RADICAL}$ in all cases, represents the best PSS representation of the CCM chemistry, as given in Table 6S.3. Since the PSS simulation diverges from many (but not all) of the CCMs at low pressure, where bromine chemistry is not important, we use 5 hPa as the maximum altitude for the calculation of $g_{RADICAL}$ for this ratio. Finally, the UMSLIMCAT group has archived $BrO + Br$, rather
than BrO, resulting in the display of a different quantity for this CCM.

The CCMs exhibit a wide range of variability for the representation of BrO/Br$_y$ (Figure 6.9d). Best agreement with the PSS model is achieved for CCSRNIES, CNRM-ACM, EMAC, LMDZrepro, MRI, UMSLIMCAT, and WACCM. Some of the other models (i.e., SOCOL, ULAQ, and UMUKCA-METO) exhibit considerable differences with respect to the PSS simulation.

Figure 6.10 represents grades for $g_{\text{PRECURSOR}}$ and $g_{\text{RADICAL}}$ for the 35°N, Sept 1993 simulation from all of the models. The values of these metrics shown in Figures 6.7, 6.8 and 6.9 are represented by the shaded squares, as indicated. Two new pieces of information are represented in Figure 6.10:

1. An additional metric, a measure of the tropospheric abundance of Cl$_y$ in each CCM (termed Cl$_y$ Tropos), has been added;
2. the cell for BrO/Br$_y$ has been split, with the left side representing the metric when the BrONO$_2$+O reaction is included (if JPL-2006 kinetics are used in the CCM) and the right side representing the metric when this reaction is excluded (if JPL-2006 kinetics are used in the CCM and this reaction was not included in the chemical mechanism, as shown in Table 6S.2).

The additional metric for Cl$_y$ Tropos was assessed by examination of the value of Cl$_y$ at 500 hPa archived by each CCM for 35°N, Sept 1993. Some of the CCM models have high (i.e., $>>$ 50 ppt) levels of Cl$_y$ extending from the surface to the tropopause that impacts the model value of Cl$_y$ throughout the lowermost stratosphere (LMS); these models will undoubtedly have a different sensitivity of O$_3$ to changes in temperature in the LMS compared to models with near zero (<< 50 ppt) of Cl$_y$ from the surface to the tropopause. Models with high values of Cl$_y$ Tropos have the potential for chlorine activation in the extra-polar LMS as temperature approaches 198 K that will affect ozone much more strongly than for the models with Cl$_y$ Tropos $\approx$ 0. The metric for Cl$_y$ Tropos assumed $\mu_{\text{obs}} = 0$ and $\sigma_{\text{obs}} = 50$ ppt, which proved to be an excellent discriminant between models with Cl$_y$ Tropos $\approx$ 0 and models with excessive Cl$_y$ Tropos (which is clearly associated with elevated levels of Cl$_y$ in the LMS within these models). The CCSRNIES, CNRM-ACM, MRI, SOCOL, ULAQ, and UMUKCA-METO models have Cl$_y$ $>>$ 50 ppt at the tropopause and throughout the troposphere, whereas the AMTRAC, CAM, EMAC, GEOSCCM, LMDZrepro, and WACCM models have Cl$_y$ $<<$ 50 ppt for these regions of the atmosphere. In general, models with high values of Cl$_y$ in the troposphere also archived high values of Br$_y$ ($>>$ 2 ppt) in the troposphere (we did not develop a metric for Br$_y$ Tropos).

The metric for BrO/Br$_y$ in Figure 6.10 was split to indicate the sensitivity of the fast chemistry evaluation to a single chemical reaction and to incorporate, into the overall fast chemistry metric, a quantification of the failure of some CCM groups to properly represent the JPL-2006 chemical mechanism. It is important to note that the same numerical value is given on both sides of the BrO/Br$_y$ grading cell for CCMs that either used JPL-2002 kinetics (the BrONO$_2$+O reaction was not included in JPL-2002) or else used JPL-2006 kinetics and represented this reaction. The values on the left and right side of the BrO/Br$_y$ grading cell thus differ only for CCMs that used JPL-2006 kinetics and neglected this new reaction. For 7 of the 8 models that neglected the BrONO$_2$+O reaction, the metric on the right hand side of the BrO/Br$_y$ cell improves when this reaction is neglected within the PSS simulation (the exception is MRI, a model for which the simulation of NO$_x$ is not matched by PSS). This behaviour suggests that the fast chemistry evaluation has the fidelity to assess the inclusion (or neglect) of a single chemical reaction within a complex CCM.

The last column of Figure 6.10 represents the total fast chemistry metric for the 35°N, Sept 1993 simulation. The numerical value is the mean of all available metrics (precursors, radicals, and sulfate SAD). The mean of the two BrO/Br$_y$ values is used, representing a compromise to take into consideration the neglect of an important new chemical reaction by the CCM groups that used JPL-2006 kinetics but omitted this BrONO$_2$+O reaction, while at the same time factoring into the grade how well the CCM fares when this reaction is also neglected within the PSS simulation. The total metric includes a demarcation if sulfate SAD was not reported (*), if the CCM did not use JPL-2006 kinetics (○), and if the CCM group failed to provide adequate information to participate in the fast chemistry evaluation (×). Overall, the CMAM, EMAC, UMSLIMCAT, and WACCM models fared best in the fast chemistry metric for Sept 1993, with the AMTRAC, GEOSCCM and LMDZrepro models not far behind.

We conclude this section with a brief, albeit very important summary of the fast chemistry evaluation for 22°N, February 1996. Data used for this evaluation were obtained by instruments aboard the NASA ER-2 aircraft during the STRAT campaign (e.g., Lanzendorf et al., 2001; Weinstock et al., 2001; Dessler, 2002). Figure 6.7 shows profiles of sulfate SAD for this period. As is well known, the highly perturbed volcanic aerosol characteristic of September 1993 had fallen considerably by February 1996 (note the different scales used for the horizontal axes in Figure 6.7).

We have repeated the entire analysis (precursors and radicals) for February 1996. Figures analogous to those shown for the September 1993 time period can be found in the Supplementary Material (Figures 6S.3, 6S.4, and 6S.5). Here, in Figure 6.11, we show only scatter diagrams of the values of: $g_{\text{PRECURSOR}}$(N$_2$O profiles; O$_3$, NO$_y$, H$_{tot}$, Cl$_y$,...
and Br$_y$ vs. N$_2$O; Cl$_y$ Tropo) for the Feb 1996 vs. Sept 1993 evaluations (top panel); $g_{\text{RADICAL}}$ (sulfate SAD, O(1D), O(3P), HO$_x$, NO$_x$/NO$_y$, ClO/Cl$_y$, and BrO/Br$_y$) for the Feb 1996 vs. Sept 1993 evaluations (middle panel); and total fast chemistry metric for the Feb 1996 vs. Sept 1993 evaluations (bottom panel). Numerical values of the respective metrics (mean of the Feb 1996 and Sept 1993 evaluations) are given in the list to the right of each figure, placed in order of the total overall fast chemistry metric (bottom panel). In all cases, the metrics scatter about the 1:1 line. For the precursors, the notable outliers are the N$_2$O profile and the O$_3$ vs. N$_2$O relation for MRI (this model exhibits much better agreement with Sept 1993 observations than with Feb 1996 data). Removing these two outliers results in a value for $r^2$ of 0.67 and a slope of 1.01, for the rest of the evaluation points. Therefore, the metric for a particular precursor from a specific CCM for the first time period is generally a good predictor of the metric for the second time period. For the radicals, the notable outliers are sulfate SAD for GEOSCCM and ULAQ as well as O(1D), HO$_x$, and O(3P) from ULAQ. The outlier for sulfate SAD from GEOSCCM is due to use of background aerosol loading at all times. The sulfate SAD used by ULAQ bears a closer relation to the climatology for Feb 1996 than for Sept 1993, for reasons that are unclear. It is also not clear why the good to very good ability of the PSS model to simulate

Figure 6.10: Metrics for (a, left) radical precursors and (b, right) sulfate surface area and radicals for a simulation carried out at 35°N, September 1993. The same dark shade of blue is used for 0.8 < g < 1.0, reflecting that there is little significance in differences that fall within this range of values. The symbol X denotes CCM output not archived; ◊ denotes use of JPL-2002 kinetics, and * denotes sulfate SAD not archived (see text). For model that used JPL-2006 kinetics and neglected the BrONO$_2$+O reaction, two grades are given for the evaluation of BrO/Br$_y$ (see text).
Chapter 6: Stratospheric Chemistry

6.3.3 Evaluation of Reservoir and Long-Lived Chemistry

6.3.3.1 Tracer-tracer correlations

A concise way of inter-comparing important aspects of CCM results, and identifying model-model differences, is by plotting correlations of long-lived tracer fields. These correlations can be used to investigate transport properties (see Chapter 5), but also reveal some chemical information. Section 6.3.2 used correlations to analyse radical precursors near the locations of balloon flights, but in this section we use them to condense multi-annual global data sets. Figures 6.12 to 6.14 show the \( \text{CH}_4: \text{N}_2\text{O}, \text{CH}_3\text{H}_2\text{O} \) and \( \text{NO}_y: \text{N}_2\text{O} \) correlations from the last 10 years of the REF-B1 runs of 17 CCMs (no data was provided from UMETRAC). Figures 6.12 to 6.14 also show corresponding ENVISAT Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) data. This data was produced using the University of Oxford Retrieval (A. Dudhia, personal communication, 2009). Other MIPAS retrievals exist but the choice of data set should not be critical for the comparisons (species and spatial averaging) performed here.

For \( \text{CH}_4: \text{N}_2\text{O} \) (Figure 6.12) most CCMs produce a compact correlation in good agreement with the straight-line fit inferred from ER-2 and MIPAS data down to 50 ppbv \( \text{N}_2\text{O} \). The ER-2 data corresponds to the lower stratosphere and so represents a sub-sample of the global MIPAS data. The altitude variation of the correlation (indicated by the colours) is also quite similar between many models. The lower resolution ULAQ model gives a larger spread in the correlation than other models, but then so does the MIPAS data. The low-lid E39CA model diverges from the straight line correlation at the lowest values of \( \text{CH}_4 \) and \( \text{N}_2\text{O} \), although the other model with a relatively low lid, CAM3.5, performs well.

Figure 6.13 is a similar plot for \( \text{CH}_4 \) and \( \text{H}_2\text{O} \). In the stratosphere, the oxidation of \( \text{CH}_4 \) will lead to the production of up to 2 molecules of \( \text{H}_2\text{O} \) (the alternative minor
ultimate product is H₂). In contrast to N₂O, there is therefore a direct chemical link between these two tracers. As expected the CCMs generally show large mixing ratios of water vapour in the troposphere (i.e., for large CH₄), a minimum in the lower stratosphere followed by an increase in the stratosphere as CH₄ decreases. The variation in stratospheric maximum H₂O as a function of CH₄ in most models tends to follow the line H₉₀ = 7 ppmv (although the MIPAS data indicates H₉₀ may be 0.5-1.0 ppmv larger than this). Notable exceptions to this behaviour are: CCSRNIES which shows small lower stratosphere H₂O mixing ratios and only a small stratospheric increase (i.e., less than 2 molecules H₂O per CH₄ oxidised); UMUKCA-METO, which shows similar smaller stratospheric H₂O and a smaller stratospheric production, and also LMDZrepro. A failure of a model to reproduce this slope of 2 indicates a failing

![Figure 6.12: Correlation of CH₄ (ppmv) vs. N₂O (ppbv) for zonal-mean monthly-mean output from the final 10 years of REF-B1 runs from 17 CCM runs and MIPAS data. The solid line is the best fit to the model/satellite data sampled between 60°N-60°S, 70-0.5 hPa. The dashed line shows the equation N₂O (ppbv) = 261.8CH₄ (ppmv) – 131, which is a fit from lower stratospheric ER-2 data (see Kawa et al., 1993).]
of the chemistry. The CNRM-ACM model appears to have a slope slightly larger than 2 and a stratosphere that is too moist. Other models reproduce the stratospheric slope of 2 but have lower stratospheric H$_2$O overall due presumably to different input at the tropical tropopause. This is not a failing of the chemistry scheme, which is being evaluated here, but these low H$_2$O mixing ratios will have an impact on calculated model HO$_x$, for example.

N$_2$O is the main source of stratospheric NO$_x$ and in the CCMVal runs the only source considered. Overall, stratospheric N$_2$O has 3 destruction channels:

\begin{align}
\text{N}_2\text{O} + \text{hv} & \rightarrow \text{N}_2 + \text{O} \quad (6.2a) \\
\text{N}_2\text{O} + \text{O}(^{1}\text{D}) & \rightarrow 2\text{NO} \quad (6.2b) \\
\text{N}_2\text{O} + \text{O}(^{1}\text{D}) & \rightarrow \text{N}_2 + \text{O}_2 \quad (6.3c)
\end{align}

Section 6.3.2 examined the NO$_x$ vs. N$_2$O correlation for a specific location in September 1993. Figure 6.14 shows

Figure 6.13: Correlation of CH$_4$ (ppmv) vs. H$_2$O (ppmv) for zonal-mean monthly-mean output from the final 10 years of REF-B1 runs from 17 CCMs and MIPAS data. The solid line is the best fit to the model/satellite data sampled between 60°N-60°S, 70-0.5 hPa. The dashed line shows the equation H$_2$O + 2CH$_4$ = 7 ppmv.
the global correlation of these two species. MIPAS \( \text{NO}_y \) has been calculated using observed night-time \( \text{NO}_2 \), \( \text{HNO}_3 \), \( \text{N}_2\text{O}_5 \) and \( \text{ClONO}_2 \). At lower altitudes (high \( \text{N}_2\text{O} \)) there is generally a straight line correlation. The slope of this depends on the modelled yield of \( \text{NO}_y \) from \( \text{N}_2\text{O} \) (6.2b, around 6%), compared to the loss by the other channels (mainly 6.2a, but also 6.2c). For some models there is a variation of this slope at high \( \text{N}_2\text{O} \) with, for example, \( \text{SOCOL, UMUKCA-UCAM, UMUKCA-METO and CAM3.5} \) giving a higher yield. Consequently the range of peak \( \text{NO}_y \) in the mid-stratosphere in these models varies from 17 to 25 ppbv. The turn-over of the correlation and low \( \text{N}_2\text{O} \) is caused by loss of \( \text{NO}_y \) through:

\[
\begin{align*}
\text{NO} + \text{hv} & \rightarrow \text{N} + \text{O} & (6.3) \\
\text{NO} + \text{N} & \rightarrow \text{N}_2 + \text{O} & (6.4)
\end{align*}
\]

Figure 6.14: Correlation of \( \text{NO}_y \) (ppbv) vs. \( \text{N}_2\text{O} \) (ppbv) for zonal mean monthly mean output from the final 10 years of REF-B1 runs from 16 CCMs (no E39CA results). The solid line is the best fit to the model/satellite data sampled between 30°N-30°S, 70-10 hPa. The dashed line shows the equation \( \text{NO}_y \) (ppbv) = 20.0 – 0.0625\( \text{N}_2\text{O} \) (ppbv), based on mid-latitude balloon profiles and ER-2 data (see Kondo et al., 1996).
There is a large variation in the shape of this turn-over. This will be partly related to large differences in J-NO (see Section 6.3.1). Figure 6.14 also reveals the impact of Antarctic denitrification. All models show this, but the denitrification appears larger in some models, e.g., WACCM appears to have the most extensive denitrification, while some models have little or none. This is discussed in more detail in Section 6.3.4.

The agreement of these tracer-tracer correlations with observations in the stratosphere has been quantified in the following way:

1. The difference between the fitted stratospheric slopes between a model and observations (see figures) is calculated.
2. If this difference is larger than 3x the observed slope then the score = 0.1.
3. If this difference is greater than 2x the observed slope, but less than 3x, then the score = 0.2.
4. Otherwise the score is calculated using Equation (6.1) with n = 2 and error (s) in the estimated slope = 1%.

The multi-model mean is calculated by summing the slopes from all the models and following the same procedure as steps (2)-(4). Figure 6.15 shows the results of this grading for the 3 tracer-tracer correlations. The grades for CH\textsubscript{4}:N\textsubscript{2}O are uniformly high showing that this is well modelled. For the 3 tracer-tracer correlations. The grades for CH\textsubscript{4}:H\textsubscript{2}O are also high, but lower for CH\textsubscript{4}:H\textsubscript{2}N\textsubscript{O} which is reasonable at higher altitudes. The CCSRNIES, NiwaSOCOL, and SOCOL models also have larger mixing ratios than observed. These upper stratospheric mixing ratios exceed that possible based on the REF-B1 halocarbon scenarios (see discussion of total chlorine below). For Cl\textsubscript{2}O\textsubscript{2} models tend to capture the mid-latitude seasonal cycle albeit with a spread of values. The MRI model gives significantly larger values than the other models. The picture is similar for HNO\textsubscript{3}, although in this case the UMUKCA-METO model has very large values (over 2 ppbv), although the agreement with the profile is reasonable at higher altitudes. The CCSRNIES, NiwaSOCOL, and SOCOL models also have larger diurnal cycle, but this discrepancy, which is not shown by other models, is much larger than any issue to do with that. While the differences in HCl between the two versions of UMUKCA can be explained by different assumptions of tropospheric HCl loss (see Chapter 2), it is not clear why these two models should differ for other chemical species and their relative partitioning. Figures 6.16 and 6.17 also show comparisons of CCM climatologies of NO\textsubscript{2} and BrO, averaged over 24-hours in the TM2 output, with satellite observations made at a fixed local time but converted to a 24-hour mean using a photochemical model (B. M. Sinnhuber, personal communication, 2009). Despite this approximation the comparisons indicate whether the models capture the observed seasonal cycles in these species. (A detailed evaluation of the radicals is provided in Section 6.3.2). For NO\textsubscript{2} models do capture the shape of the seasonal cycle, with ULAQ spanning the models and observations at the high end and SOCOL at the low end. For BrO the comparison is complicated by the fact that the REF-B1 scenario is defined without bromine from very short-lived species. Therefore, the models should under-estimate stratospheric Br\textsubscript{2} by around 5 pptv (WMO, 2007), although
many CCMs included extra bromine (see below). The figure shows that the CCMs have a wide range in average BrO. Many models under-estimate the observed 24-hour mean values.

The comparison between the CCMs and satellite data for the selected altitudes and latitude regions was quantified as follows:

1. For every month, we calculated absolute differences (model-observation) on two levels, 1 hPa and 50 hPa.
2. If this difference is more than 3x the observational mean we assign a score = 0.1.
3. If this difference is more than 2x the observational mean, but less than 3x, we assign a score = 0.2.
4. If this difference is less than the observational mean we calculate the score using Equation (6.1) assuming all the observational data have 10% error ($\sigma$) and $n = 3$ (scaling factor).

We then average all the scores for all the months and latitude bands for 50 hPa and 1 hPa. Multi-model means are calculated by summing monthly mean values from all the CCMs and then calculating the differences between multi-model mean - observational mean and then following steps (2) – (4).

Figure 6.15 shows the results of the grading for the comparison with the satellite climatologies. There are some tests for which all of the models tend to score lower, e.g., ClONO$_2$ and N$_2$O$_5$, which may indicate some bias in the observations.

### 6.3.3.3 Long-term variations

Long-term observations provide data to test another component of the chemical models. Multi-annual satellite missions provide global altitude-resolved observations of trace gases from the early 1990s. In addition, observations from the Network for the Detection of Atmospheric Composition Change (NDACC) provide long-term data sets at certain ground-based sites which extend from the 1980s or 1990s to the present day. These data can be used to check the modelled variability (e.g., annual cycle, volcanic influence) of key species which control stratospheric ozone.
Figure 6.16: Mean annual cycle for 30°N-60°N at 50 hPa for modelled CH$_4$ (ppmv), H$_2$O (ppmv), CO (ppbv), O$_3$ (ppmv), HCl (ppbv), ClONO$_2$ (ppbv), HNO$_3$ (ppbv), N$_2$O$_5$ (ppbv), NO$_2$ (ppbv) and BrO (pptv). The CCM data is taken from the T2Mz files (2000-2004, except for the E39CA model 1996-2000). Also shown are corresponding satellite observations from MIPAS (CH$_4$, H$_2$O, O$_3$, ClONO$_2$, HNO$_3$, N$_2$O$_5$, NO$_2$, filled circles), ACE (NO$_2$, HNO$_3$, CO, HCl; triangles), ODIN (HNO$_3$, crosses) and SCIAMACHY (BrO; open circles). The error bars are the standard deviations in the monthly-mean values (except for ACE data).

Figure 6.17: Mean profiles for 30°S-60°S for modelled CH$_4$ (ppmv), H$_2$O (ppmv), CO (ppbv), O$_3$ (ppmv), HCl (ppbv), ClONO$_2$ (ppbv), HNO$_3$ (ppbv), N$_2$O$_5$ (ppbv), NO$_2$ (ppbv) and BrO (pptv). The CCM data is taken from the T2Mz files (2000-2004, except for the E39CA model 1996-2000). Also shown are corresponding satellite observations from MIPAS (CH$_4$, H$_2$O, O$_3$, ClONO$_2$, HNO$_3$, N$_2$O$_5$, NO$_2$, filled circles), ACE (NO$_2$, HNO$_3$, CO, HCl; triangles), ODIN (HNO$_3$, crosses) and SCIAMACHY (BrO; open circles). The error bars are the standard deviations in the annual mean values (except for ACE data).
Figure 6.18: Time series of modelled zonal-mean (24-hour mean) trace gas abundance in the tropical upper stratosphere (3 hPa, 5°S-5°N) for (a) OH (pptv), (b) H$_2$O$_2$ (pptv), (c) HO$_2$ (pptv), (d) NO$_2$ (ppbv), (e) ClO (ppbv), (f) HCl (ppbv), (g) H$_2$O (ppmv), (h) CH$_4$ (ppmv) and (i) O$_3$ (ppmv). Also shown (1991 onwards) are HALOE satellite observations for NO$_2$, HCl, H$_2$O, CH$_4$, and O$_3$. In panel (d) the twilight HALOE observations are converted to a 24-hour mean by using the ratio NO$_2$/NOx from the EMAC model. Panel (e) also shows ClO derived from HALOE HCl by using the ratio of HCl/ClO from the EMAC model.
Figure 6.18 shows modelled mean tracer variations in the tropical upper stratosphere (3 hPa) for selected species. The model zonal mean output was averaged between 5°S and 5°N. Also shown are observations from the HALOE instrument starting in 1991. For H₂O this figure again shows the variation between the CCMs. The majority of models do agree fairly well with the observed 5 ppmv at this altitude. The CCSRNIES and LMDZrepro models, however, are very dry (only 2 ppmv H₂O at this altitude), while EMAC and CMAM are slightly dry. In contrast, the MRI model is too moist (over 6 ppmv). CNRM-ACM is exceptional among the models for showing significant enhancements in H₂O around 1985 and 1994, following the volcanic eruptions. For OH and HO₂ the models tend to show similar values with little interannual variability, though the spread in OH is larger. The very dry models (CCSRNIES and LMDZrepro) show the smallest values of HO₂, but only LMDZrepro has correspondingly low OH. ULÅQ, SOCOL and NiwaSOCOL have the largest values of OH. For CH₄ the models show a lot of model-model differences (e.g., due to different circulation rates) and there is a large degree of interannual variability, presumably due to the equatorial QBO. For NO₂, ULÅQ (which also has large interannual variability) and NiwaSOCOL show relatively large values. For HCl the CCMs reproduce the increasing trend through to 1997, followed by the turn-over and decrease. However, the AMTRAC3 model, for which we cannot assess the source gas loading and distribution, has significantly lower HCl than HALOE. The models with the highest HCl (i.e., over 3 ppmv at this altitude in the early 2000s – UMUKCA-METO, CCSRNIES, SOCOL, NiwaSOCOL) are those that have spurious excess chlorine.
Figure 6.20: Comparison of observed column abundances (molecules cm⁻²) of NO₂ at Jungfraujoch (45°N) for (a) sunrise and (b) sunset observations with output from REF-B1 simulations. The modelled 24-hour mean output (from zonal-mean files) have been converted to sunrise and sunset values using ratios of sunrise and sunset columns to 24-hour mean columns from the SLIMCAT 3D chemical transport model.

For ClO a notable outlier is the MRI model, which has significantly too much ClO. This will be due to the omission in this model of the ClO + OH → HCl + O₂ reaction (see Table 6S.2) which is important for the partitioning of inorganic chlorine (Cl₂) at this altitude. This means that the MRI model will have a much larger sensitivity of ozone to Cl₂ increases in the upper stratosphere. For O₃ itself, all of the models tend to produce a decrease through the 1970s and 1980s, although there is a spread of values in the models. This spread, in the region where ozone is photochemically controlled, will be due to differences in the abundance of radicals which destroy ozone at this altitude, differences in the production rate from O₂ photolysis, and differences in model temperatures. Further comparisons of HO₂, NO₂ and ClO at lower altitudes are provided in the supplementary material in Figure 6S.10.

Figure 6.19 shows observations of column HCl, ClONO₂, and their sum, at the Jungfraujoch station (45°N) along with CCM results for 45°N (from zonally averaged output). These two species are the main reservoirs for stratospheric inorganic chlorine. The observations show an increase in column HCl + ClONO₂ until about 1998 followed by a decrease. The stratospheric trend in inorganic chlorine is expected to follow the tropospheric loading of organic chlorine (see Chapter 2) with a lag due to stratospheric transport time scales. Interestingly, at this station ClONO₂ appears to be decreasing relatively faster than HCl over the past decade in the observations, whereas the models do not show such a marked difference. Further analysis of this apparent discrepancy is not possible here. There is a large variation in the magnitude of the column HCl + ClONO₂ predicted by the models. The CCSR-NIES and CNRM-ACM models predict much larger columns (by about 40%) than the observations. This will be due, at least in part, to the larger chlorine loading in these models although column comparisons also depend sensitively on the shape of the model profiles in the lower stratosphere (where higher pressures mean a potentially large contribution to the column). In contrast, the CAM3.5 model under-estimates column HCl + ClONO₂. Despite these differences in magnitude, most models predict a similar long-term behaviour with a peak in inorganic chlorine in the late 1990s. The ULAQ and MRI models, however, maintain high chlorine until the end of the REF-B1 run. There are further differences between the models in terms of the partitioning of HCl and ClONO₂. The MRI and UMUKCA-UCM models compare well for HCl but overestimate ClONO₂, while SOCOL and NiwaSOCOL under-estimate this species.

Figure 6.20 compares column NO₂ observed at
Jungfraujoch with the available CCM output. As NO2, which is a key ozone-destroying radical, has a strong diurnal cycle the CCM zonal mean (i.e., 24-hour mean over different local times and different longitudes) output had to be converted to the time of the observations (sunrise and sunset) using output from the SLIMCAT chemical transport model. Note that this conversion is not necessarily self-consistent because a different model is used in the conversion of daily means into sunset/sunrise values. Again, there is a large variation in the magnitude of the column predicted by the models. While some models agree quite well, many other models overestimate the observations. In particular, column NO2 derived from CAM3.5, GEOSCCM, CNRM-ACM, NiwaSOCOL, ULAQ and SOCOL are up to a factor 2 larger than observations. WACCM appears to severely under-estimate the magnitude of the NO2 annual cycle. The eruption of Mt Pinatubo in 1991 led to a decrease in column NO2 followed by an increase through the mid-1990s. Since almost all the models use prescribed sulphate surface area density, they are able to capture this long-term variation. This is not the case for GEOSCCM which was run with constant aerosol. The long-term trend in NOy and hence in NO2 (expected from the trend in its source gas, N2O) is too small to be visible in the time series of observations and model calculations.

We now analyse results from the REF-B2 simulations from 1960 to 2100. The aim here is not to evaluate against observations but to check the CCMs for internal consistency in their chemical schemes and to verify that the models have used the recommended source gas bound-
Figure 6.22: As Figure 6.21 but for total bromine mixing ratio (ppbv).

For total chlorine (Figure 6.21) many models show the expected behaviour but there are some notable deviations. The models which perform well are CAM3.5, CMAM, LMDZrepro, UMSLIMCAT, and WACCM. These models show a compact set of curves which are very similar at all locations with a slight delay between the tropospheric values and higher altitudes. The GEOSCCM and UMUKCA-UCAM models also appear intrinsically well behaved but the models’ total chlorine scenarios appear to differ from that specified in the forcing data. MRI, and to a greater extent ULAQ, show fairly good consistency between different model levels except that in some locations total chlorine variations appear to be more noisy. Figure 6.21 also reveals that some models have stratospheric Cl$_{tot}$ variations which are inconsistent with the specified tropospheric forcing. In the CCSRNIES, model the tropospheric Cl$_{tot}$ follows the specified scenario. However, on going to higher
altitudes Cl$_{tot}$ increases until it peaks at over 4 ppbv at 5 hPa around 2000. Evidently this model does not conserve the total chlorine mixing ratio. This effect is also seen, but to a much smaller extent, in CNRM-ACM. SOCOL shows a similar behaviour to CCSRNIES but in this case there is an apparent separation between the lower curves (50 hPa, 70 hPa) which follow the specified Cl$_{tot}$ scenario and the higher curves (1 hPa, 5 hPa) which have unrealistically high Cl$_{tot}$. The UMUKCA-METO model has Cl$_{tot}$ that is too high because of the reported mistreatment of tropospheric removal of species, in this case HCl (see Chapter 2). Otherwise UMUKCA-METO behaves similarly to UMUKCA-UCAM. Finally, we could not plot Cl$_{tot}$ from AMTRAC because it does not carry organic halocarbons. We analysed total inorganic chlorine (Cl$_y$) from AMTRAC and noted that even in the upper stratosphere Cl$_y$ was significantly less than Cl$_{tot}$ from other realistic models (see also comparison with HALOE HCl in Figure 6.18). Therefore, it seems likely that the AMTRAC treatment of chlorine causes an under-estimate in total chlorine.

Figure 6.22 shows the evolution of model Br$_{tot}$. In general for bromine the CCMs show more differences compared to the planned scenario than for chlorine. The specifications for the CCMVal runs only considered long-lived bromine source gases. Therefore, model tropospheric Br$_{tot}$ should have peak at around 16 pptv just before the year 2000. The models CAM3.5, CMAM and WACCM follow this scenario with consistent variations in the stratosphere. Other models appear to conserve bromine but have been run with different scenarios: UMSLIMCAT and LMDZrepro assumed an extra ~6 pptv bromine from short-lived sources; UMUKCA-UCAM has larger Br$_{tot}$ after 2000, as does ULAQ and GEOSCCM. CCSRNIES includes a short-lived source of bromine (bromoform) hence its tropospheric Br$_{tot}$ variation peaks around 21 pptv. However, bromine increases at higher levels in a similar way to the model’s Cl$_{tot}$ indicating conservation problems. SOCOL also appears to include additional bromine sources but also has mid-stratospheric Br$_{tot}$ larger than expected, again similar to Cl$_{tot}$. UMUKCA-METO has larger bromine than UMUKCA-UCAM, suggesting that the tropospheric washout problem (Chapter 2) is also affecting the abundance of total bromine. The MRI model generally performed well for Cl$_{tot}$ but show an increase in Br$_{tot}$ with altitude.

Figure 6.23 shows the evolution of O$_3$, CH$_4$, N$_2$O, H$_2$O and NO$_y$ at 5 hPa in the tropics from the REF-B2 runs. Figures 6.24 and 6.25 are similar plots for 70 hPa.

**Figure 6.23:** Time series of O$_3$ (ppmv), CH$_4$ (ppmv), N$_2$O (ppbv), H$_2$O (ppmv) and NO$_y$ (ppbv) annually averaged between 10°S and 10°N at 5 hPa from REF-B2 runs of 14 CCMs and the multi-model mean.
Figure 6.24: As Figure 6.23 but for an annual average between 30°N and 60°N at 70 hPa.

Figure 6.25: As Figure 6.23 but for a September–November average between 90°S and 60°S at 50 hPa.
in the mid-latitudes and 50 hPa in the polar region, respectively. The modelled distribution of long-lived tracers will be affected by both transport and chemistry. Chapter 5 contains a detailed evaluation of transport in the models and will not be repeated here. Clearly a lot of the variations in, for example, tropical mid-stratosphere \( \text{N}_2\text{O} \) will be due to differences in the strength of the model circulation. Other differences will be due to chemistry, e.g., photolysis loss rates (see Section 6.3.1). In this section we show these long-term variations to provide an overview of the long-term variations in the sources of \( \text{NO}_x \) and \( \text{HO}_x \) radicals, which, in conjunction with halogens, will be driving ozone changes (see Chapters 8 and 9). Overall, the models show similar variations in \( \text{CH}_4 \) and \( \text{N}_2\text{O} \), both of which are specified as tropospheric surface boundary conditions. At 5 hPa CAM3.5 is an outlier but this is near the model’s top boundary. At mid- to high latitudes, the two UMUKCA models are significantly lower but this will be a consequence of the slow stratospheric circulation in this model (Chapter 5). The model spread in \( \text{NO}_y \), which is derived from \( \text{N}_2\text{O} \), is at least as large as the source gas. High \( \text{N}_2\text{O} \) will correlate with low \( \text{NO}_y \) and vice versa. In the polar region in winter/spring (e.g., Figure 6.25) there is also the additional variability caused by denitrification. Compared to other source gases, there are larger variations (and differences in sign) in the modelled trends in \( \text{H}_2\text{O} \), which depends both on the input to the stratosphere and production from methane oxidation. The CCSR-NIES and LMDZrepro models are relatively dry, while the MRI model is moist. GEOSCCM uses constant water vapour in the stratosphere (note: this was a run time error and the simulation is being repeated). A number of models produce an increasing trend in \( \text{H}_2\text{O} \) towards the later decades on this century, notably ULÅQ at low and mid-latitudes and CMAM in the polar region.

6.3.4 Evaluation of Polar Chemistry

6.3.4.1 Evolution of gas-phase \( \text{HNO}_3, \text{H}_2\text{O}, \) and HCl

In this section we evaluate aspects of polar winter/spring chemical processing in the southern hemisphere (SH), by comparing the time evolution of CCM lower stratospheric abundances to global observations (from mid-2004 through mid-2009) by the Microwave Limb Sounder aboard the Aura satellite. The processes involved include denitrification (or at least a decrease in gaseous \( \text{HNO}_3 \)) as a result of heterogeneous reactions that occur on PSCs when temperatures in the lower stratosphere polar vortex dip below about 195 K, as well as dehydration (or at least a decrease in gaseous \( \text{H}_2\text{O} \)) and chlorine activation (the sunlight-driven release of active chlorine, following a decrease in the \( \text{HCl} \) and \( \text{ClNO}_2 \) reservoir abundances via heterogeneous reactions). We investigate polar changes in \( \text{HNO}_3, \text{H}_2\text{O}, \) and \( \text{HCl} \), in order to assess how models compare to each other and to observations. We use a decrease in \( \text{HCl} \) as an indication of chlorine activation, rather than an increase in \( \text{ClO} \), because of the added complications that \( \text{ClO} \) poses in terms of time of day sampling and comparisons to model values that are more representative of 24-hr averages (and therefore significantly lower than midday values). Model grades are provided as a quantitative guide to the MLS comparison, and to illustrate the range of variations between the models. We also comment briefly on the extent of model variations in space and time, for “outliers” in particular, in comparison to the “typical” behaviour from observations (and models).

In order to investigate such complex processes in free-running models, which are likely to vary significantly in their representation and parameterisation of heterogeneous chemistry and related polar processing and dynamics, and without unduly focusing on a specific year, we have compared climatologies of volume mixing ratio (VMR) versus potential temperature (\( \Theta \)) as a function of equivalent latitude (EqL). The model values were obtained from REF-B1 simulations, typically from 1950 to 2006 (although the exact start and end dates vary between models, with some models ending in 2004 and some in 2006). The models were all converted from gridded 10-day instantaneous results to mean profiles on a vertical \( \Theta \)-grid, in EqL bins spaced every 2.5°; 15 out of 18 total CCMs provided the necessary results for analysis. The Aura MLS data were also transferred to this coordinate system (more appropriate for analyses of polar winter processes) by using UKMO analysis files and related “Derived Meteorological Products” from the work of Manney et al. (2007). Five years of MLS data (from August, 2004 through July, 2009) were used to construct the climatological averages. These files were all produced in the same format (netCDF), for ease of use. The last 5 years of each model run were used to compare to the MLS 5-year climatological profiles. Based on our analysis of model variability (from year to year), using 10-15 years rather than 5 years for the model climatologies is not expected to generally change the main results, as model variability is typically fairly small compared to average model values (or model changes during polar winter/spring). Relevant references for the Aura MLS data include Waters et al. (2006) for a description of the limb emission microwave measurement technique, as well as detailed validation papers for the species mentioned here (and for MLS version 2.2 retrievals), namely Santee et al. (2007) for \( \text{HNO}_3 \), Froidevaux et al. (2008) for \( \text{HCl} \), and Lambert et al. (2007) for stratospheric \( \text{H}_2\text{O} \).

Figure 6.26 shows the climatological average evolution of Aura MLS \( \text{HNO}_3 \) profiles (on a \( \Theta \)-grid) between mid-May and mid-October, for 4 EqL ranges centred at
about 85°S, 75°S, 65°S, and 55°S. Figure 6.27 shows similar profile distributions, but only for the southernmost EqL bin, and includes all the available CCM climatological monthly changes, as well as a multi-model mean result (labelled “MMM”). The mid-month values are obtained by using the day closest to the 15\textsuperscript{th} of each month; while this falls on the 15\textsuperscript{th} day for MLS (daily) data, this will not be exactly the case for the model climatologies (models usually provided output every ten days). Most of the decreases in MLS HNO\textsubscript{3} are seen to occur for \(\theta < 800\) K, with the lowest HNO\textsubscript{3} values occurring between July and September for \(\theta < 550\) K in the two southernmost EqL bins. A more rapid/extensive lower stratospheric nitric acid decrease is observed by Aura MLS than in most of the models, although some models show decreases in HNO\textsubscript{3} at higher altitudes (\(\theta\)) than observed. To summarize the evolution of lower stratospheric CCM HNO\textsubscript{3} distributions over the high SH latitudes, Figure 6.28 shows a comparison of the various model (5-year) climatological monthly changes in HNO\textsubscript{3} (relative to mid-May) over the 350 K-600 K \(\theta\) range versus the MLS climatology in four EqL bins.

Grades indicating the quality of the model fits to the data over this time period are obtained by using Equation (6.1), evaluating the average absolute separation (over \(N\) months, with \(N = 5\) here) between model (\(\mu_{\text{model}}\)) and observed (\(\mu_{\text{obs}}\)) climatological values, divided by a measure of uncertainty (or variability) in the data, so that the grade is

\[
g = 1 - \frac{1}{N} \sum \frac{\mu_{\text{model}} - \mu_{\text{obs}}}{n\sigma}.
\]

In order to check such fits, a value for \(n\sigma\) in the above equation needs to be provided, with \(n = 3\) used in previous recommendations (Waugh and Eyring, 2008). Given the fairly large spread of models about the data in Figure 6.28 for HNO\textsubscript{3} (and to some extent for other species discussed below), we would obtain low-grade values (or negative grades) for many of the models if \(\sigma\) values corresponding only to data variability (or especially) knowledge were used. Instead, we have arrived at grades that provide a range of values between 0 and 1, so that model differences can be fairly well discerned. Therefore, this is more a relative indication of model fits to the data than a rigorous statistical test. Some changes to the values of \(n\sigma\) have been explored (e.g., variations by a factor of 2 or more). While the absolute grades can certainly be affected (by several tenths), the main results regarding the best or poorest fit-
ting models do not change much, and this will be the main focus of our discussion. For reference, values of no used in this study are 5 ppbv, 1.5 ppmv, 1 ppbv, and 1.5 ppmv for HNO₃, H₂O, HCl, and O₃, respectively. Figure 6.29 displays the resulting model grades for HNO₃ versus EqL for each of the three θ bins. This methodology is then repeated for changes in H₂O, HCl, and O₃, discussed below in more detail.

We see from Figure 6.27 that the various CCMs develop significantly different average profiles for HNO₃ as a function of month, despite the evidence for fairly similar distributions during May (prior to the vortex formation and the presence of low enough temperatures for significant polar processing). Aura MLS HNO₃ data at 350 K to 600 K show (Figure 6.28) significant decreases (by 8 to 10 ppbv) at 69°S to 89°S from May to October. The steepness and magnitude of these (climatological) changes are best reproduced by CAM3.5 and WACCM, leading to high scores (Figure 6.29) for these models in this respect. These models’ performances drop somewhat at 65°S, where the model decreases are larger than observed. Also, both of these models exhibit (Figure 6.27) a large vertical extent of low HNO₃ values (probably accompanied by low T), and thus get lower grades in the 600 K - 800 K range, especially in early winter, resulting in poor grades; these models perform better in the 600 K - 800 K range. More detailed views of the HNO₃ evolution can be studied from plots at each θ level, as shown in Figures 6.30a and 6.30b for the 500 K level; each of these figures displays only half of the available models, for clarity. However, assigning model grades from such plots (for each θ level) would create a difficult task to summarize. Averaging over a range of θ is thus chosen as the preferred approach. Similar figures at 500 K, but for H₂O and HCl, are provided in the Supplementary Material for reference (Figures 6S.13 and 6S.14).

Figure 6.27: CCM climatological profiles of HNO₃ from mid-May through mid-October (same colour bar as in Figure 6.26) for 12 CCMs and multi-model mean (MMM). Only the southernmost EqL bin from Figure 6.26 is displayed here.
climatology indicates that H₂O decreases by 1 to 2 ppmv from May to August, with a mild increase from August to October. Models tend to follow this behaviour very well in the mean, and the multi-model mean (MMM) performs quite well. There are a few models that depart more from the average behaviour: AMTRAC, MRI, and WACCM exhibit significantly larger decreases in H₂O (about 3 ppmv or more), leading to poorer grades for this process, whereas at the other extreme, GEOSCCM shows very little change in H₂O during May to October. Other plots (not shown here) indicate that for some models (e.g., WACCM), the low H₂O values cover a wide vertical range and that this “dehydration” also happens for a significantly more extended time period than observed in the MLS data. As in the case of HNO₃, the spread in model distributions and model grades (see Figure 6.17) decreases at the lower (equivalent) altitudes as well as at the higher altitudes (larger θ values); these regions are less influenced by winter polar chemical processes.

Similar observations hold for the chlorine activation fits, exemplified by the decrease and recovery in HCl, shown in Figure 6.32 and in the Supplementary Material in Figures 6S.16 and 6S.20, with related model grades given in Figure 6S.18. Models tend to represent fairly well, on average, the observed climatological decreases in HCl (associated with chlorine activation on PSCs) in the Antarctic winter lower stratosphere. The observed HCl changes between May and August are slightly larger than 1.5 ppbv, for the EqL bins used here. On average, the models show smaller decreases (by about 0.5 ppbv) than observed, and only one model (UMUKCA-METO) produces a larger decrease than the observed climatological HCl decrease. The observed average HCl recovery from September to October is not followed quite as steeply in the models, although in some cases (e.g., UMSLIMCAT), this recovery tends to happen faster and earlier than the MLS data suggest. Based on these average results, we might expect that chemical ozone loss arising from chlorine activation in the Antarctic would be fairly well modelled, although the somewhat smaller model activation could lead to an under-
estimation of the net chemical ozone loss (all other factors, e.g., bromine, transport effects, being equal). However, the slightly longer time period for activation (in the CCMs) could, to some extent, counteract the magnitude of the activation itself (in a month when there are more day-time hours for ozone loss as well).

All the model grades discussed in this section are summarized in Figure 6.33, as a function of θ range and EqL. While the range of model results may be somewhat disconcerting (even with no observations), there are several instances of good to excellent fits versus the Aura MLS climatology. However, there is no model that fits the MLS VMR changes best all the time (May to October) and for all EqL bins, or for all species studied here. Also, a well-known factor relating to heterogeneous polar chemistry is the vertical/temporal extent of low temperature regions. We have seen in past work (e.g., comparisons between MLS data and WACCM model values) that significant differences between model and data temperature values can lead to overestimates (or under-estimates) of “denitrification”, “dehydration”, and chlorine activation. However, more detailed studies of such differences for each CCM are beyond the scope of this report. It is hoped that the comparisons and grades given here can lead to some re-examination of the representation of dynamical and chemical processes in many, if not all, the CCMs used in this study, so that improvements in model performances can be obtained in the future.

### 6.3.4.2 Surface area density of PSCs

In this section we show nitric acid trihydrate (NAT) and water-ice (ICE) SAD results from 8 CCMs that submitted T3I output (instantaneous output; 10-day frequency). The aim of this section is to show the magnitude and variability between a small set of CCMs, not to grade their SAD distributions. In fact, currently there are limited observations available to grade the CCM SADs; however, we show these results with the hope of encouraging the observational community to assemble data sets for such comparisons and eventual diagnostic grading.

As in the previous section, the model results were translated from a latitude-pressure grid to a potential temperature (θ) - equivalent latitude (EqL) grid. Figure 6.34 is one example of the model-derived distribution of SAD NAT and ICE at 480 K and 77.5° EqL. The SADs shown in this figure are the maximum abundance (binned per month) over a 15-year period (1990-2004). In addition, when the SADs were binned to the EqL-θ grid, only values of NAT and ICE SADs that were ~1.0x10^-9 cm^2 cm^-3 (cm^-1) were used in the transformation from pressure-latitude to θ-EqL. The goal here was to examine SAD magnitudes where PSCs were present for a given EqL-θ condition. If there were no PSC particles present in the given EqL-θ bin, the SADs were set to zero. In Figure 6.34, the model results were divided into two groups: 1) with a maximum NAT SAD <10 x10^-9 cm^-1 (panel a); 2) with NAT SAD between ~10-50 x 10^-9 cm^-1 (panel b). Of the eight CCMs, three of the models have maximum NAT SAD distributions that strongly peak in June (CAM3.5, LMDZrepo, and WACCM); with three models showing a broad peak that is nearly constant in June, July, and August (ULAQ, NiwaSOCOL, SOCOL); and one model shows a broad peak between June and July (CCSRNIES). The NAT SAD from CNRM-ACM is similar in magnitude between June and September. In the previous section, the CAM3.5 and WACCM models do a nice job of representing the evolution of gas-phase HNO3 poleward of 70°S for June through August relative to observations of HNO3 from Aura MLS (Figure 6.28). Because these models show substantial denitrification from June through August, the subsequent NAT SAD also decreases rapidly over this period. CCSRNIES, ULAQ, NiwaSOCOL, SOCOL, and LMDZrepo all tend to overestimate the HNO3 abundance in June relative to Aura MLS; again consistent with NAT SAD peaking in July and August for these models. The CNRM-ACM did not submit gas-phase HNO3 to CCMVal and therefore was not evaluated in the previous section. However, examination of the total HNO3 (gas-phase plus condensed phase) for this model showed little irreversible denitrification. This result is consistent with this model having the largest SAD. A large SAD implies smaller particles and therefore less sedimentation (see discussion below).
The large variability in the magnitude of SAD NAT between the CCMs is most likely due to assumptions made on the number of particles per cm$^{-3}$. For example, the WACCM model assumes 0.01 particles per cm$^{-3}$ and the maximum NAT SAD is shown to be $\approx 3 \times 10^{-9}$ cm$^{-1}$ (not shown) - with a maximum over this period of approximately $\approx 8-10 \times 10^{-9}$ cm$^{-1}$. In Table 6.5, examples are shown of what the idealized NAT SAD (and radius) would be under different assumptions of HNO$_3$ abundance and NAT number density. As expected, the WACCM NAT SAD is consistent with those shown in Table 6.5 for particle densities between 0.01-0.001 particles cm$^{-3}$. In Figure 6.34, the SOCOL and NiwaSOCOL models derive one of the smallest mean NAT SAD abundances. These two models use an equilibrium NAT approach that does not fix the number of particles per cm$^{-3}$, instead, the mean radius is fixed (at 5 m). Therefore, according to Table 6.5, the NAT SAD should be $\approx 1-2 \times 10^{-9}$ cm$^{-1}$. This is again consistent with the magnitude of NAT SAD that is derived by the SOCOL and NiwaSOCOL models. For the models shown in panel b), i.e., the CNRM-ACM and LMDZrepro models, the maximum NAT SADs is in the range 10-40 $\times 10^{-9}$ cm$^{-1}$, which would imply a much larger particle number density ($\approx 1$ cm$^{-3}$) and smaller particle radius. A smaller NAT radius would therefore give less irreversible denitrification.

The ICE SAD is shown in the bottom row of Figure 6.30a. Here, as in the NAT SAD comparisons, the models are grouped into two ranges: 1) where the maximum ICE SAD is $< 50 \times 10^{-9}$ cm$^{-1}$ (panel c); 2) with ICE SAD between $\approx 50 - 250 \times 10^{-9}$ cm$^{-1}$ (panel d). For this PSC type, one model has a maximum ICE SAD distribution that peaks in June (WACCM); six models peak in July (CAM3.5, CNRM-
Similar to the NAT discussion above, the range in ICE SAD magnitude can be attributed to assumptions regarding particle density. For example, it is known that the particle density is 0.001 and 0.1 cm\(^{-3}\) for the WACCM and SOCOL models, respectively. Therefore, it is not surprising that there is over a factor of six difference in the derived ICE SAD between these models. These derived SADs are also consistent with the idealized ICE SAD as listed in Table 6.5.

In summary, more work is needed to evaluate NAT and ICE aerosols. In addition to evaluating the SAD, the radius, and size distribution of these aerosols should be examined. Comparison to observations is clearly needed; currently there are not any global data sets available that can be used to evaluate these constituents. In addition, future CCM aerosol evaluations should examine the model distributions and reactivity of sulfate aerosols. In CCMVal-2, the sulfate SAD fields are prescribed, but modelling groups are beginning to couple microphysical models to their CCMs; these types of couplings will allow scientists to examine the future aerosol loading based on assumptions of the evolution of tropospheric sulfate species.

### 6.3.4.3 Chemical ozone depletion in the polar vortices

Heterogeneous processes in the polar lower stratosphere initiate large chemical ozone depletion during late winter and spring in the Antarctic and during cold winters in the Arctic. Within the isolated polar vortex, very cold temperatures result in the formation of polar stratospheric clouds (PSCs). Heterogeneous reactions that convert halogen reservoir species to more active forms occur on the surfaces of PSCs, e.g., nitric acid trihydrate (NAT) particles (Hansen and Mauersberger, 1988), water-ice particles,
as well as on liquid sulfate aerosols (e.g., Solomon et al., 1986; Peter 1997). During late winter/spring, the increasing solar illumination of the vortex region increases the photolysis rate of the ClO dimer, enhancing ozone depletion (e.g., Solomon, 1999). This process continues until the vortex temperatures warm past the threshold of PSC formation and/or there is a major stratospheric warming.

**TRAC Method**

The extent of chemical ozone depletion occurring in the polar vortex during the polar winter and spring depends strongly on: 1) The dynamical conditions in the polar vortex, 2) temperature, 3) the degree of isolation of the vortex, and 4) the duration of chlorine activation. In addition, the abundance of inorganic halogens in the polar stratosphere is also important for determining ozone depletion within the vortex (e.g., Newman et al., 2007). Other important factors that influence chemical ozone depletion include the extent of denitrification and dehydration by sedimentation of PSC particles.

The diagnosis of chemical ozone depletion in the polar-regions is not straightforward. Decreasing ozone mixing ratios in spring, as a result of chemical depletion are often masked by the descent of ozone-rich air at high latitudes, especially in the NH. The tracer-tracer correlation method (TRAC) was developed to quantify chemical ozone depletion in absence of transport processes within an isolated polar vortex (e.g., Proffitt et al., 1993; Müller et al., 1997; Tilmes et al., 2004). This method has the advantage in that it does not rely on any additional model simulations to quantify the passive ozone (i.e., ozone in the absence of chemical loss), which can lead to uncertainties as a result of the simulated transport. The vortex average depth of chemical depletion in column ozone between 350 K - 550 K potential temperature was derived for the period between early winter and spring. For this purpose, we used satellite observations from the HALOE/UARS, ILAS/ADEOS, and ILAS-2/ADEOS-2 instruments, combined with balloon and aircraft observations (Tilmes et al., 2006). The edge of the polar vortex was defined using the criterion of Nash et al. (1996). The results derived using the tracer-
Tracer correlation method (TRAC) are in good agreement with results from other established methods (Tilmes et al., 2004; WMO, 2007). There are clearly uncertainties in all ozone depletion approaches, however, the TRAC method has been shown to result in an under-estimation of chemical ozone depletion rather than overestimation in cases of a less isolated polar vortex, as summarized in Müller et al. (2005, 2008).

Potential for Activation of Chlorine

Chemical ozone loss depends on temperature conditions in the vortex. However, the averaged vortex temperature is not linearly related to chemical ozone depletion. For example, very cold temperatures in a very small area of the vortex can result in very different amount of ozone depletion than homogeneously distributed moderately cold temperatures over the entire vortex. In addition, the temperature evolution during winter and spring is an important factor. A temperature-based measure was developed that describes the fraction of the vortex where temperatures are low enough to allow the activation of chlorine during winter and spring. This measure is called the potential for chlorine activation (PACl) and details can be found in Tilmes et al. (2008). PACl is a measure that quantities to what amount meteorological conditions allow chlorine to be activated, and therefore ozone depletion to occur. This measure however does not necessarily imply that the model vortex size and temperature distribution are simulated correctly.

$$\text{PACl}_{\text{met}} = \frac{V_{\text{ACT}}/V_{\text{vortex}}}{V_{\text{ACT}}}$$

where the $V_{\text{vortex}}$ is the volume of the vortex derived using the Nash criterion and $V_{\text{ACT}}$ is volume of the vortex where the temperature is below a threshold temperature for chlorine activation. This threshold temperature is calculated based on pressure, altitude, surface area densities of liquid sulfate aerosol, and water vapour abundance (Tilmes et al., 2007). If the SAD of liquid sulfate aerosols is not available for the given CCM, we use the SAD climatology as specified for the REF-B1 scenario. PACl is averaged over a given potential temperature range and the period considered. This measure allows the comparison of polar vortices with vary-
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It is also useful to evaluate the polar chemistry of various CCMs with varying vortex volumes in both hemispheres, even though models might not reproduce the size of the polar vortex correctly.

A linear relation between Arctic chemical ozone loss and PACI was established based on observations between 1991 and 2005 for a period with maximum stratospheric halogen loading. To consider varying halogen loading in the stratosphere (e.g., Newman et al., 2006), the PACI\textsubscript{net} value is extended to a measure that includes the impact of changing EESC. Therefore, \( \text{PACI} = \text{PACI}_{\text{net}} \times \text{EESC}_n \), where EESC\textsubscript{n} is the normalised EESC for year \( n \) (assuming an age-of-air of 5.5 years). A linear relationship between ozone loss and PACI can then be derived for the SH as well, and can be used to summarize the performance of different CCMs (Tilmes et al., 2007). To evaluate the representation of heterogeneous processes in CCMs, the dynamical and chemical conditions for chemical ozone depletion will be compared with available observations. In particular, we consider the ability of the models to reproduce the potential of chlorine activation that is necessary to match observed chemical polar ozone loss.

**Evaluation of CCM PACI and Chemical Ozone Loss**

The performance of the models is again graded by deriving \( g \) values, following Equation (6.1). Here, \( g \) is the
mean value of ozone loss or PACI over the years between 1990 and 2005. Furthermore, instead of using the standard deviation $\sigma$ of the observations, we use the mean error of the ozone loss in particular years. This is because the standard deviation of the considered distributions in the Arctic is of the same magnitude as the observed values; for the Antarctic, $\sigma$ is much smaller than the uncertainty of the measurements. We use a value 3 for $n_g$.

The following grade ($g$) values for Arctic and Antarctic conditions are employed here:

- $g_{PACI}$ the grading of the models to reproduce conditions for chlorine activation.
- $g_{O3}$ the grading of the models to describe chemical polar ozone depletion.

Both these grades together allow the quantification of the ability of models to reproduce chemical ozone depletion and chlorine activation with regard to observations and, therefore, the ability to reproduce observed chemical ozone depletion as a result of a reasonable representation of meteorological conditions in the polar vortex.

A good grade in PACI does not necessarily lead to a good grade in ozone depletion and \textit{vice versa}. The ability of a model to reproduce the observed chemical ozone depletion is not independent of the simulated volume of the vortex, nor the isolation of the vortex. A smaller vortex will in general lead to less ozone depletion than a larger vortex, since in spring the sun reaches the cold vortex area at a later time. In addition, the location of the vortex relative to the pole is important. Therefore, it is important to evaluate the vortex volume if diagnostics such as ozone hole area are considered. Further, if the polar vortex is not well isolated, the TRAC method will result in an under-estimation of chemical ozone depletion. However, this problem is reduced here by considering only ozone loss in the vortex core (as described in the next section).

For this analysis we use results from the REF-B1 simulations to evaluate the evolution of chemical ozone

### Table 6.5: NAT and ICE particle properties derived for different assumptions of the particle number density and precursor molecule abundances.

For NAT particles the radius and SAD are derived for 1 and 5 ppbv HNO$_3$ (left and right numbers in the radius and SAD columns). For ICE particles the radius and SAD are derived for 1 and 3 ppmv H$_2$O (left and right numbers in the radius and SAD columns). The SAD was derived assuming spherical particles. These conditions are only valid inside NAT and ICE clouds. Both particle properties were derived at 30 hPa and 190 K (Thomas Peter and Beiping Luo, personal communication, 2009).

<table>
<thead>
<tr>
<th>SAD Type</th>
<th>Number Density (cm$^{-3}$)</th>
<th>Radius (μm)</th>
<th>Surface Area Density (x10$^{-9}$ cm$^2$ cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NAT</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.15 / 0.26</td>
<td>28 / 83</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.32 / 0.55</td>
<td>13 / 38</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.70 / 1.2</td>
<td>6.1 / 18</td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>3.2 / 5.5</td>
<td>1.3 / 3.8</td>
<td></td>
</tr>
<tr>
<td>0.0001</td>
<td>7.0 / 12</td>
<td>0.6 / 1.8</td>
<td></td>
</tr>
<tr>
<td><strong>ICE</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.96 / 1.4</td>
<td>1200 / 2480</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.1 / 3.0</td>
<td>540 / 1120</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>4.5 / 6.5</td>
<td>250 / 520</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>9.6 / 14</td>
<td>120 / 250</td>
<td></td>
</tr>
</tbody>
</table>

### Figure 6.34: Comparison of model maximum surfaces area density (SAD) for (a, b) NAT (top row) and (c, d) ICE (bottom row). See text for details on binning procedure.
Chapter 6: Stratospheric Chemistry

6.3.4.4.1 Meteorological conditions in the polar vortex

Vortex Temperatures

Average vortex temperatures for a period between January through March (Arctic) and July through September (Antarctic) were derived between 1960 and 2005 and we use the criterion derived by Nash et al. (1996) to identify the edge of the polar vortex. Figure 6.35 (top panel) compares Arctic and Antarctic temperatures for models and observations. For the Arctic, the majority of models are able to simulate Arctic temperatures in the range of ERA-40 and UK Met Office analyses. In general, models do follow the observed decreasing trend in temperatures between 1960 and 2005. A few models scatter well above or below the observed range. The models that simulate warmer temperatures than the observations are not expected to simulate significant chemical ozone depletion in the Arctic polar vortex; the required threshold temperature where chlorine activation and therefore ozone depletion can be expected will likely not be reached. For the Antarctic, models show a larger spread in polar vortex temperatures than for the Arctic.

Meteorological Potential for chlorine activation

PACI\textsubscript{net} was derived between 1960 and 2005 (Arctic) and 1979 and 2005 (Antarctic) for a period between January through March (Arctic) and July through September (Antarctic). Different meteorological analyses (ERA-40 and UK Met Office, Figure 6.35, bottom panel) result in an uncertainty of observed PACI\textsubscript{net} values of ~10% for the Antarctic and ~20% for the Arctic. We apply the grading (Equation 6.1) to both, the mean values of the PACI\textsubscript{net} distribution ($g_{paci,\text{mean}}$) and the standard deviation of the distribution ($g_{paci,\text{std}}$) derived from models and observations for the Antarctic and the Arctic between 1990 and 2005. This is then consistent with the period chosen for the grading of ozone loss. Both these values are equally important to quantify the representativeness of the models, because the standard deviation of the distribution is a meas-
ure for the interannual variability of PACI\textsubscript{per}. Both grades are combined to give the overall grading for PACI\textsubscript{per}: \( g_{\text{per}} = \frac{g_{\text{per,mean}} + g_{\text{per, std}}}{2} \) (Figure 6.39, first and third columns).

For the Antarctic, only two models (out of 14) show \( g \) values smaller 0.5. Meteorological conditions in most of the models provide the conditions for the occurrence of observed chemical ozone loss (however, as mentioned previously, the temperature distribution and vortex size might still be wrong). In many cases, the standard deviation of the distribution (i.e., the variability) is better represented than the mean values. For the Arctic, about half of the models are able to reproduce PACI values with a grade of 0.5 or better. As for the SH, in general, models reproduce the value of the standard deviation better than the mean values of the distribution.

6.3.4.2 Evolution of Chemical Ozone Loss in the Polar Vortex

The tracer-tracer correlation method was applied consistently to the output of all CCMs to derive the depth of chemical ozone depletion in the Arctic between January through April and the Antarctic between July through October as shown in Figure 6.36. The impact of potential underestimation of chemical ozone depletion, as a result of a less isolated polar vortex in the models will be especially strong at the vortex edge. This impact is reduced by considering the area of the vortex within EqLat > 80°, i.e., within the vortex core. In case of very diffusive models, a strong underestimation of chemical ozone depletion in the polar vortex core points to the inability to reproduce realistic ozone values for that particular CCM. Therefore, the low grades that emerge for excessively diffusive models are appropriate. Possible shortcomings of the models in reproducing the entire polar vortex are not considered here.

Figure 6.36: Chemical ozone depletion in the polar vortex from January through April (top panel) and July through October (bottom panel) between 350-550 K. Results from observations (black triangles) were derived from HALOE/UARS (Tilmes et al., 2006) for the polar vortex core. The multi-model mean (MMM) is shown in brown. Model results are shown in different colours and calculated within EqLat > 80°.
All models that are able to simulate chemical ozone loss in the Arctic polar vortex show an increase of ozone depletion in the Arctic between 1960-2005, as expected due to the increasing halogen content in the stratosphere and the increasing PACl as a result of decreasing temperatures with time (Figure 6.36). To evaluate the models with regard to observations, we consider the period between 1991 and 2005. The mean values of chemical ozone loss for this period, as well as the standard deviation of chemical ozone depletion of the model results, are graded compared to observations. As above, we combine the two grades for ozone depletion as follows: \[ g_{O3} = \frac{g_{O3_{\text{mean}}} + g_{O3_{\text{std}}}}{2} \] (Figure 6.39, second and fourth columns).

For the Antarctic, most of the models that obtained a
high PACl grading also have a high score for the ozone depletion grading. This outcome of the grading is reassuring in so far as the two diagnostics should be connected. Some models do show differences between the two diagnostics. These differences are discussed in the next section. For the Arctic, the grade of the PACl and ozone depletion in the models often varies widely. This points to the uncertainty of models in reproducing Arctic chemical ozone depletion as a result of reasonably reproduced meteorological conditions. Less than half the models reach grades of $g_{O_3}$ above 0.5. Only, two models reach grades above 0.8.

Figure 6.38: Relationship between Antarctic chemical ozone loss (Figure 6.36) and the potential for activated chlorine (PACl) for the years between 1960 and 2005 (blue asterisk). Model Clx (ClO + 2Cl2O2) versus PACl for the same period is also shown (red asterisk). The observed chemical ozone loss versus PACl are between 1990 and 2005 (black triangle). The correlation coefficient (r) between model Clx and chemical ozone loss is shown in each panel.
6.3.4.3. Polar Chemical Ozone Depletion vs. PACI and ClOx

The relationship between ozone loss and PACI summarizes the performance of the model with regard to heterogeneous processes and chemical ozone depletion (Figures 6.37 and 6.38). In addition we show simulated Clx (= ClO + 2Cl2O2) averaged over the entire vortex between 400 K - 550 K (if the model output is available). There are no Clx observations available for various years in the polar vortex to evaluate the models. Nevertheless, the amount of Clx in the models provides further information to what degree PACI and Clx are related in each model, since PACI is based on meteorological conditions and not on the actual simulated chlorine loading. Most models describe a tight relationship between Clx and PACI. The different slopes of the relationship between ozone loss and PACI and ozone loss and Clx are a result of different sensitivity of Clx to PACI in the models. In Figures 6.37 (Arctic) and 6.38 (Antarctic) we present a model-to-model inter-comparison of these relationships between Clx and PACI. For the Arctic, available observations allow the evaluation of the polar chemistry in comparing the slope of the relationship between chemical ozone depletion and the PACI. If a model reproduces the slope of this relationship, the meteorology in the model results in appropriate ozone depletion. Therefore, models which show either too much chlorine activation, or too little (to a certain degree if at least two years show PACI values are larger than 0.03) can be still tested for the quality of their chemical mechanism. The uncertainty of the slope of this relationship cannot be estimated precisely, so the outcome of the grading is a matter of the choice of the uncertainty and is therefore rather unreliable. Here we chose an error for the observed slope of 33% to grade the models (Figure 6.39, fifth column). The graded slope of the model includes the y-axis intercept, as well as the ratio between ozone loss and PACI. Qualitatively, the slope of the relationship between ozone loss and PACI is well reproduced in some models. For example, for WACCM, the PACI values are not graded high, although a reasonable slope shows that the mechanism for chemical ozone loss is reliable even though the meteorology might not allow the observed amount of ozone depletion. For most of the models PACI and Clx values correlate well. UMSLIMCAT shows slightly higher Clx values and SOCOL slightly lower values with respect to PACI than other models.

For the Antarctic, the slope between ozone depletion and PACI cannot be graded, because chemical ozone loss in the period where observations are available is saturated and no significant change in ozone loss with changing PACI is expected (Tilmes et al., 2006). No significant dependence of ozone loss on PACI values is observed for the years between 1991 and 2005. Most models agree with observed Antarctic ozone loss, although a larger spread exists in the PACI values between the models. Some models show a rather poor representation of PACI with grades be-
low 0.5, although chemical ozone depletion is well within the range of the observations. These models indicate too little chlorine activation. On the other hand, models such as UMSLIMCAT, CMAM and NiwaSOCOL have a larger potential of chlorine activation than observed. Since Antarctic ozone loss is saturated in these models, ozone loss values do not exceed the range of observations. As for the Arctic, Cl\textsubscript{x} and PACI are well correlated for most of the models. Some models show a lower sensitivity of Cl\textsubscript{x} for a given PACI value compared other models, like CCSRNIES, CMAM and GEOSCCM. On the other hand UMSLIMCAT shows a slightly higher sensitivity of Cl\textsubscript{x} for a given PACI values. Note, chemical ozone loss was derived between July and mid-October. Continuous ozone depletion during the first weeks of October in the models might result in better agreement with observed ozone depletion, even if chemical ozone loss is delayed during winter/spring in some models.

In this section, only polar chemical ozone loss in the vortex core was evaluated to eliminate the impact on the inhomogeneous distributed ozone depletion in the entire vortex. Derived inhomogeneous ozone loss can be a result of an under-estimation of chemical ozone depletion at the vortex edge, caused by mixing across a too weak polar vortex edge. On the other hand, PACI was evaluated for the entire polar vortex.

6.4 Summary

This section gives a summary of the performance of the 18 CCMs, and the multi-model mean, in the comparisons described in Section 6.3. In the following summary, unless stated otherwise, “polar region” is defined as 79°S-89°S EqL and 350 K - 600 K. Note: One needs to be careful in comparing the HCl grades (Section 6.3.4.1) with the PACI grades below. A low grade for PACI does not mean that there was little chlorine activation. One can get a low grade for PACI with too much chlorine activation (see Section 6.3.4.3). In addition, the PACI is grade over the entire vortex, between 400 K - 550 K, where HCl is examined in the “polar region” (as defined above).

6.4.1 Summary by model

Multi-Model Mean: There are some chemistry diagnostics where the notion of the multi-model mean (MMM) is not useful or where the mean cannot be graded. Our photolysis comparison compared individual model results with a ‘robust’ model mean, rather than observations, and so the model mean already provided the benchmark. The PSS comparison is performed model by model; running the PSS code using the mean of the individual chemical species in the CCM schemes would not have any value given their different complexity, rate constants etc. Chemical schemes (and other CCM modules) are expected to conserve tracer families. Most CCMs exhibit this desirable behaviour while some others do not. For an analysis of this property, any mean which combines ‘correct’ models with ‘incorrect’ models is clearly going to be worse than the ‘correct’ models. The metrics where the MMM could be analysed are the following. For tracer-tracer correlations the MMM, like most of the CCMs, was good. For the reservoir chemistry the MMM scored relatively well; however, no model scored better than the MMM for all species and the MMM avoids any relatively low values. The MMM would also smooth out any errors in the partitioning of families in the individual CCMs. In the polar region, the MMM did a good job of representing the evolution of HNO\textsubscript{3}, H\textsubscript{2}O, and HCl. Most CCMs accurately represent chemical ozone loss in the Antarctic spring. There are clearly exceptions. Only a few models correctly represent the observed chemical ozone loss in the Arctic. This is reflected in the multi-model mean for this process, where the Antarctic is consistent with observations and the Arctic under-estimates chemical ozone loss.

AMTRAC: This model generally had a good performance on the photolysis inter-comparison; however there were exceptions for several important odd-oxygen production and loss Js (e.g., J-O\textsubscript{2} and J-Cl\textsubscript{2}O\textsubscript{2}). This model did a very good job of representing the radical precursors and the radicals in the PSS section, with the exception of the Cl\textsubscript{x} vs. N\textsubscript{2}O relation and the ClO/Cl\textsubscript{2} ratio. Otherwise, it produced excellent tracer-tracer correlations. The model parameterises total chlorine and bromine loadings, so these could not be evaluated. The reservoir chemistry was generally well simulated except for HCl which appeared low. This may be due to a problem with the parameterised halogen loading. AMTRAC did not submit HNO\textsubscript{3} and HCl for the polar studies, so these species could not be evaluated there. H\textsubscript{2}O was included but was not well simulated in the lower polar region (model too low) although the model did better in the 600 K - 800 K range. The model’s polar chemical ozone loss was well simulated in both the Antarctic and Arctic. However, for the Antarctic the chemical ozone loss matched observations at a lower PACI abundance relative to reanalyses. The SAD for the polar ozone loss analysis was not supplied and therefore based on the REF-B1 sulfate time-series. Profiles of SAD provided for the PSS comparisons showed significant differences compared to profiles used by other models, particularly at higher altitudes.

CAM3.5: This model did not participate in the photolysis inter-comparison; however, CAM3.5 uses the same LUT approach as WACCM (see comments below). This model did a good job of representing the radical precursors, with
the exception of NO\textsubscript{y} vs. N\textsubscript{2}O. In the PSS comparison the model had a good representation of O\textsubscript{3}, HO\textsubscript{x} and BrO/Br\textsubscript{y}, with slightly poorer results for the NO\textsubscript{y}/NO\textsubscript{x} and ClO/Cl\textsubscript{y} ratios. It had good tracer-tracer correlations except for NO\textsubscript{y} vs. N\textsubscript{2}O and Br\textsubscript{y} vs. N\textsubscript{2}O. The reservoir chemistry was generally well simulated except for ClONO\textsubscript{2} and N\textsubscript{2}O\textsubscript{5}. CAM3.5 did well in representing HCl in the polar region although less well in the 600 K - 800 K range (model too low). The model over dehydrates in the 350 K - 800 K region. This model also exhibited problems in the evolution of HCl (model too high) in the same high polar latitudes, suggesting it under-estimates chlorine activation. The model under-estimated polar chemical ozone loss in both the Antarctic and Arctic, consistent with too low chlorine activation. The sulfate SAD for the polar ozone loss calculation was supplied.

CCSRNIES: This model showed discrepancies (versus the multi-model mean) for all photolysis rates examined. The model did well in representing the precursors in the PSS section, with the exception of Cl\textsubscript{y} in the middle troposphere, and the abundance of total hydrogen versus N\textsubscript{2}O. This model did well in representing most of the PSS radical diagnostics. This model has very good tracer-tracer correlations except for CH\textsubscript{y} vs. H\textsubscript{2}O. This model had excessive levels of Br\textsubscript{y} in the troposphere and throughout the stratosphere due to inclusion of CHBr\textsubscript{3} in boundary conditions. Model levels of Cl\textsubscript{y} in the troposphere and lowermost stratosphere are quite high. The model has more inorganic chlorine and bromine in the stratosphere than expected based on the prescribed surface source gases. This indicates a lack of conservation in the model. The reservoir chemistry comparisons showed variable results. In particular, the upper stratosphere loading of HCl is very large due to the excess chlorine. This model had problems representing polar HNO\textsubscript{3}. The model showed too much HNO\textsubscript{3} early in the winter and too little HNO\textsubscript{3} later in the winter/spring. The PACI analysis was good for the Antarctic but not for the Arctic. The polar chemical ozone loss was underestimated in the Antarctic. Little chemical ozone loss was derived in the Arctic. The sulfate SAD for the polar ozone loss calculation was supplied.

CMAM: Did not participate in the photolysis inter-comparison. The model did very well in representing the radical precursors and radicals in the PSS diagnostic. It also has very good tracer-tracer correlations, although values of total hydrogen (H\textsubscript{tot}) tend to be lower than observation and most of the other models. The reservoir chemistry species appear to be well represented. It should be noted that this model does not represent the sedimentation of HNO\textsubscript{3} and H\textsubscript{2}O containing particles, but does represent an equilibrium partitioning of these species before they are used in the chemistry solver. This model does well in representing HCl in the polar region. The PACI analysis showed good results for the Antarctic but poorer agreement in the Arctic. The polar chemical ozone loss was also very well represented in the Antarctic. Little chemical ozone loss was derived in the Arctic, consistent with PACI in this region. The sulfate SAD for the polar chemical ozone loss was supplied.

CNRM-ACM: Did not participate in the photolysis inter-comparison. This model did a very good job in representing the radical precursors in the PSS section, with the exception of Cl\textsubscript{y} in the troposphere and lowermost stratosphere (model values too high) and H\textsubscript{tot} (model has higher values than observed and than found in most other models). The model consistently did a very good job of representing radicals. The model has good tracer-tracer correlations and the reservoir chemistry appears to be well represented. The model shows a slight lack of conservation of total chlorine and total bromine in the mid- to upper stratosphere. This model did a good job representing H\textsubscript{2}O and HCl in the Antarctic polar region. However, the PACI analysis revealed large disagreement for both the Antarctic and Arctic, because of a very large variability in the PACI for the Antarctic and too warm temperatures in the Arctic. Chemical ozone loss was generally low in the Antarctic, even though the evolution of polar evolution HCl was adequately represented. Little chemical ozone loss was derived in the Arctic, consistent with PACI in this region. The sulfate SAD for the polar ozone loss calculation was supplied.

E39CA: Did not participate in the photolysis inter-comparison, the PSS comparison or the polar studies. The model has good tracer-tracer correlations, although we could not evaluate NO\textsubscript{y} vs. N\textsubscript{2}O. The model appears to have a good representation of chlorine and nitrogen reservoir chemistry. This model does not include an explicit treatment of bromine chemistry, but we were unable to evaluate if and how this affects the performance of the model (e.g., for polar ozone loss).

EMAC: This model performed well in the photolysis inter-comparison. The model did a very good job of representing the radical precursors in the PSS section with the exception that the model under-estimated the abundance of H\textsubscript{tot}. This model also did a good job of representing the radicals in the PSS evaluation. The model simulates good tracer-tracer correlations. The model simulates reservoir chemistry well. The model did not simulate polar HNO\textsubscript{3} well (model too high early in the winter) although H\textsubscript{2}O and HCl in the same region were better. The model’s PACI analysis was good for both the Antarctic and Arctic. The polar chemical ozone loss was well represented in the Antarctic but slightly less loss in the Arctic. Large PACI values in the Arctic did not lead to apparent chemical ozone loss - this may be due to the vortex edge not being isolated and
resulting in mixing processes adding to the uncertainties in the tracer-tracer correlation method. This would result in an under-estimation of chemical ozone loss. This model under-estimated the chemical ozone loss in the Antarctic. The sulfate SAD was supplied for the polar ozone analysis.

**GEOSCCM:** This model performed very well in the photolysis inter-comparison. The model did a good job of representing precursors and radicals in the PSS evaluation. However, the model overestimated the ClO/Cl\textsubscript{y} ratio in the upper stratosphere and under-estimates the Cl\textsubscript{y} vs. N\textsubscript{2}O relation. The REF-B1 simulation was run using volcanically clean background aerosol loading, rather than the prescribed sulfate SAD climatology. This model produces good tracer-tracer correlations and appears to have a good description of reservoir chemistry. GEOSCCM did a good description of the polar evolution of HNO\textsubscript{3}, however it tended to overestimate HNO\textsubscript{3} abundances early in winter (June). This model did a very good job of representing H\textsubscript{2}O in the same region. HCl in the polar region was adequately represented, with the exception that the model had too much HCl in the 400 K - 425 K region relative to MLS. Overall, the model’s Antarctic chemical ozone loss was consistent with observations. However, in this region, the chemical ozone loss was too large near the end of the winter, likely due to too large of ozone loss during the first half of October. The model derived some chemical ozone loss in the Arctic, but less than observations would suggest.

**LMDZrepro:** This model performed very well in the photolysis inter-comparison. This model did a good job of representing the radical precursors and radicals in the PSS section, with the exceptions of the abundance of H\textsubscript{tot} versus N\textsubscript{2}O (model values low) and the Br\textsubscript{y} versus N\textsubscript{2}O diagnostic, which is due to the inclusion of a very short-lived source of Br\textsubscript{y}. The model did an excellent job of representing the radical partitioning diagnostics in PSS section, although comparisons could not be performed for O(1\textsuperscript{D}) and O(3\textsuperscript{P}). The model produces good tracer-tracer correlations, except for CH\textsubscript{4} vs. H\textsubscript{2}O which illustrated a problem in modelled H\textsubscript{2}O. The model has a reasonable representation of reservoir chemistry. In the polar region the modelled HNO\textsubscript{3} was too high but H\textsubscript{2}O was more realistic. In this same region the model did a good job representing the evolution of HCl. The PACI analysis gave good results for the Antarctic and Arctic. The modelled polar chemical ozone loss was also very good for both polar regions. The sulfate SAD for the polar chemical ozone loss calculation was supplied.

**MRI:** Did not participate in the photolysis inter-comparison. This model performed well in the radical precursor PSS section, with the exception that there was too much Br\textsubscript{y} present in the troposphere and throughout the stratosphere and too much Cl\textsubscript{y} in the troposphere and lowermost stratosphere. While the modelled stratospheric total chlorine loading followed the prescribed scenario, the model appeared to produce more inorganic bromine than expected based on specified halocarbons. The N\textsubscript{2}O vs. NO\textsubscript{x} diagnostic showed that model values of NO\textsubscript{x} are high in the lower stratosphere and low in the upper stratosphere. The model provided a good representation of NO\textsubscript{x}/NO\textsubscript{y} and BrO/Br\textsubscript{y} in the PSS evaluation, a fair representation of O(1\textsuperscript{D}), O(3\textsuperscript{P}), and HO\textsubscript{x}, and a poor representation of ClO/Cl\textsubscript{y}. The large overestimate of ClO/Cl\textsubscript{y} by this model is due, in part, to the neglect of HCl production by the ClO + OH reaction. Overall, this model received the lowest numerical score in the fast chemistry evaluation. However, tracer-tracer correlations were well simulated. This model performed relatively poorly in representing the evolution of HNO\textsubscript{3}, but did a much better job of representing H\textsubscript{2}O and HCl in the polar region. The polar chemical ozone loss was very well simulated in both hemispheres. The sulfate SAD was not supplied for the polar chemical ozone loss calculation and therefore based on the REF-B1 sulfate time-series.

**NiwaSOCOL:** NiwaSOCOL provided joint results with SOCOL for the photolysis inter-comparison (see below). Did not participate in the PSS inter-comparisons. The model produced good tracer-tracer correlations except for NO\textsubscript{x} vs. N\textsubscript{2}O. The model performed well for the reservoir chemistry. Modelled polar HNO\textsubscript{3} was good while the simulation of H\textsubscript{2}O was better. In the same region, overall, the model did a good job in representing the evolution of HCl. However, the model overestimated HCl in the 500 K - 600 K region. The PACI analysis was good for the Antarctic but poorer for the Arctic. The Arctic PACI values were very high in the vortex as a result of too large H\textsubscript{2}O in the NH for some winters. Polar chemical ozone loss was well simulated in the Antarctic but, to a lesser extent, the Arctic where only very little ozone loss was derived. The sulfate SAD was not supplied for the polar chemical ozone loss analysis and therefore based on the REF-B1 sulfate time-series.

**SOCOL:** This model performed well in the photolysis inter-comparison. This model did well in representing the H\textsubscript{tot} vs. N\textsubscript{2}O diagnostics in the PSS section. However, it performed much less well in representing the Br\textsubscript{y} vs. N\textsubscript{2}O relation in the stratosphere. Model values of Cl\textsubscript{y} and Br\textsubscript{y} are large throughout the troposphere and stratosphere, and in the upper stratosphere exceed the values expected from the prescribed halocarbon scenarios. This indicates a lack of mass conservation. The model did a good job for HO\textsubscript{x} diagnostic in the PSS section; model values of NO\textsubscript{x}/NO\textsubscript{y}, ClO/Cl\textsubscript{y}, and BrO/Br\textsubscript{y} differ considerably from the benchmark (comparison for O(3\textsuperscript{P}) and O(1\textsuperscript{D}) could not be performed). Overall, the model did not fare well in the PSS evaluation. The model simulated good tracer-tracer correlations, except for NO\textsubscript{x} vs. N\textsubscript{2}O, and has a good represen-
tation of reservoir chemistry. Modelled polar HNO$_3$ was good, while the simulation of H$_2$O was better. In the same region, overall, the model did a good job in representing the evolution of HCl. However, the model overestimated HCl in the 500 K - 600 K region. The PACl analysis was good for the Antarctic but slightly less so for the Arctic. The simulation of polar chemical ozone loss was good for both regions. The sulfate SAD was not supplied for the polar chemical ozone loss analysis and therefore based on the REF-B1 sulfate time-series.

**ULAQ:** Did not participate in the photolysis inter-comparison. This model did a good job in representing the radical precursors in the PSS section with the exception of exhibiting large Cl$_2$ in the troposphere and throughout the lower stratosphere. The model also used a different sulfate SAD than what was prescribed for REF-B1. This model did a good job of representing O(\(^{1}\)P), O(\(^{3}\)P), HO$_x$, and NO$_y$/NO$_x$ for one time period of the PSS evaluation (Sept 1993), and a poor job of representing these species for the other time period (Feb 1996). The model did a fair job for the representation of the partitioning of ClO/Cl$_2$ and BrO/Br$_2$ for both time periods. It is not clear why this model represented fast chemistry much better for one time period than another time period; no other model exhibited such behaviour. The model simulated good tracer-tracer correlations. The model has a good description of reservoir chemistry although a slightly larger discrepancy existed for ClONO$_2$. This model had a good representation of HNO$_3$ (though model was too high) and H$_2$O in the polar region. In the same region the model performed fairly well for HCl. The PACl results were good for the Antarctic and Arctic. The simulation of polar chemical ozone loss was also good for both regions (though note that the model run has larger Br$_2$). The sulfate SAD was not supplied for the polar chemical ozone loss analysis and therefore based on the REF-B1 sulfate time-series.

**UMUKCA-METO:** Did not participate in the photolysis inter-comparison. This model compared well in the radical precursor diagnostics in the PSS section with the exception that this model had too much Cl$_2$ at the tropopause and throughout the troposphere, due to errors in treating the rainout of HCl. This led to an excess of total chlorine throughout the stratosphere. The model did a good job of representing radicals in the PSS diagnostics. The model tended to overestimate stratospheric NO$_x$/NO$_y$ by a large amount and under-estimate stratospheric HO$_x$ also by a large amount. The comparisons for O(\(^{1}\)D) could not be performed. The model produced good tracer-tracer correlations, except for CH$_4$ vs. H$_2$O. The model generally did a fair job of reservoir chemistry. In the polar region the model did a fair job of HNO$_3$ (model too high) but better for H$_2$O. In the same region the model was good at representing the evolution of HCl. The PACl analysis gave relatively poor results for the Antarctic and Arctic. The simulation of polar chemical ozone loss was good for the Antarctic but poorer for the Arctic. The sulfate SAD was not supplied for the polar chemical ozone loss and therefore based on the REF-B1 sulfate time-series. This model ran with a slightly different surface chlorine and bromine scenario to that prescribed for the REF-B2 run.

**UMUKCA-UCAM:** Did not participate in the photolysis inter-comparison, the PSS inter-comparison or the polar studies. However, this model is very similar to UMUKCA-METO and the performance of the chemical scheme should therefore be expected to be very similar. Chemical output could be analysed for the climatological comparisons. The model produced good tracer-tracer correlations. For the reservoir chemistry the model performed reasonably with the notable exception of HNO$_3$. An outstanding issue is the apparent differences in chemical behaviour with the METO version of UMKUKCA for these climatological comparisons. Like UMUKCA-METO, this model ran with a slightly different surface chlorine and bromine scenario to that prescribed for the REF-B2 run.

**UMSLIMCAT:** Performed well in the photolysis inter-comparison. This model did a good job in the radical and radical precursor diagnostics for the PSS section, except for the Br$_2$ vs. N$_2$O relation. Values of Br$_2$ were higher than found by other models due to the inclusion of a source of very short-lived Br$_2$ (an additional 6 pptv of Br$_2$ was added). Comparisons could not be performed for O(\(^{1}\)P) and O(\(^{3}\)P). The model produced good tracer-tracer correlations. The model has a good description of reservoir chemistry although a slightly larger discrepancy existed for ClONO$_2$. This model had a good representation of HNO$_3$ (though model was too high) and H$_2$O in the polar region. In the same region the model performed fairly well for HCl. The PACl results were good for the Antarctic and Arctic. The simulation of polar chemical ozone loss was also good for both regions (though note that the model run has larger Br$_2$). The sulfate SAD was not supplied for the polar chemical ozone loss analysis and therefore based on the REF-B1 sulfate time-series.

**WACCM:** This model performed very well in the photolysis inter-comparison. The model did an excellent job representing radicals and radical precursors. Peak values of NO$_y$ are a bit lower than found in most of the other models and observed during Sept 1993. This model received the highest overall score in the fast chemistry metric. The model produced good tracer-tracer correlations and appears to
have a good description of reservoir chemistry. In the polar region WACCM was performed well in its representation of HNO₃, but less well for H₂O (model too low). It should be noted that this model stayed denitrified too long into spring. In the same region the model was good in representing the evolution of HCl. The PACl comparison was good for the Antarctic but poorer for the Arctic where the PACl values were too large. The simulation of polar chemical ozone loss was very good for both the Antarctic and Arctic. The sulfate SAD was supplied for the polar chemical ozone loss analysis.

### 6.4.2 Overall Summary

This chapter is the first major attempt at quantifying the accuracy of different components of the stratospheric chemistry modules contained within global 3D CCMs. This work has shown some very good agreement, but at times significant discrepancies, in how the state-of-the-art CCMs represent radicals and their precursors.

A wide range of chemical observations are available for testing CCMs. However, the effective use of these observations sometime requires specific temporal sampling of the model runs. For example, satellite observations of key radicals for ozone loss are now available over many years but these species tend to have strong diurnal variations. Uncertainties in modelled polar ozone loss could be reduced by critical comparison with climatologies of polar ClO. Future CCM runs should look to sample the model to produce output files directly comparable to such observations.
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Includes:
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• 6S Tables (6S-1 through 6S-4)
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Figure 6S-1: Sulfate surface area density (cm$^2$ cm$^{-3}$) time series at 35°N and 25km, 22km, 20km, 18km, and 16km for CAM3.5, CCSRNIES, CNRM-ACM, LMDZrepro, ULAQ, and WACCM.
Figure 6S-2a: Comparison of zonal, monthly mean profiles of $O(^3P)$ radicals from CCM models (coloured lines and symbols) versus 24-hour average radical profiles found using a PSS box model constrained by profiles of $T$, $O_3$, $H_2O$, $CH_4$, $CO$, $NO_Y$, $Cl_Y$, $Br_Y$, and sulfate SAD from the various CCMs for $35^\circ N$ in September 1993. The PSS model was run for CCM model levels from the tropopause (dashed lines) to 1 hPa. The PSS model uses the latitude of the CCM output that is closest to $35^\circ N$ and solar declination corresponding the the mid point of the monthly mean. Numerical values of $g$ and the chemical kinetics in the simulation are given (see main chapter text). The coloured error bars represent the standard deviation about the zonal monthly mean for various days used to compute the mean. The black error bars represent the sensitivity of PSS output to variability in the CCM profiles of radical precursors.
Figure 6S-2b: same as Figure 6S-2a, except $O(1D)$ is shown.
**Figure 6S-3a:** Comparison of N$_2$O profile and the relation of radical precursors versus N$_2$O (black) to zonal, monthly mean values from various CCM models (coloured lines and symbols, as indicated) for February 1996. CCM output is for the closest model latitude to 22°N, as indicated. Numerical values of g (see main chapter text) are also noted. Comparisons of N$_2$O vs pressure and O$_3$ vs N$_2$O are shown.

**Figure 6S-3b:** Same as Figure 6S-3a, except comparisons of NO$_Y$ vs N$_2$O and H$_2$O+2×CH$_4$ vs N$_2$O are shown.
Figure 6S-3c: same as Figure 6S-3a, except comparisons of ClY vs N2O and BrY vs N2O are shown.
Figure 6S-4a: Comparison of zonal, monthly mean profiles of $O(^3P)$ radicals from CCM models (coloured lines and symbols) versus 24-hour average radical profiles found using a PSS box model constrained by profiles of $T$, $O_3$, $H_2O$, $CH_4$, $CO$, $NO_Y$, $Cl_Y$, $Br_Y$, and sulfate SAD from the various CCMs for $22^\circ$N in February 1996. The PSS model was run for CCM model levels from the tropopause (dashed lines) to 1 hPa. The PSS model uses the latitude of the CCM output that is closest to $22^\circ$N and solar declination corresponding the the mid point of the monthly mean. Numerical values of $g$ and the chemical kinetics in the simulation are given (see main chapter text). The coloured error bars represent the standard deviation about the zonal monthly mean for various days used to compute the mean. The black error bars represent the sensitivity of PSS output to variability in the CCM profiles of radical precursors.
Figure 6S-4b: same as Figure 6S-4a, except $O(1^D)$ is shown.
Figure 6S-4c: same as Figure 6S-4a, except HOX is shown.
Figure 6S-4d: same as Figure 6S-4a, except $\text{NO}_x/\text{NO}_y$ is shown.
Figure 6S-4c: same as Figure 6S-4a, except ClO/Cl_Y is shown.
Figure 6S-4f: same as Figure 6S-4a, except BrO/Br_y is shown.
Figure S6-5: Metrics for (a, left) radical precursors and (b, right) sulfate surface area and radicals for a simulation carried out at 22°N February 1996. The same dark shade of blue is used for 0.8 < g < 1.0, reflecting that there is little significance in differences that fall within this range of values. The symbol X denotes CCM output not archived; ◊ denotes use of JPL-2002 kinetics, and * denotes sulfate SAD not archived (see main chapter text). For models that used JPL-2006 kinetics and neglected the BrON2+O reaction, two grades are given for the evaluation of BrO/BrY (see text).
Figure 6S-6: Mean annual cycle for 30°S-60°S at 50 hPa for modelled (a) CH₄, (ppmv) (b) H₂O (ppmv), (c) CO (ppbv), (d) O₃ (ppmv), (e) HCl (ppbv), (f) ClONO₂ (ppbv), (g) HNO₃ (ppbv), (h) N₂O₅ (ppbv), (i) NO₂ (ppbv) and (j) BrO (pptv). The CCM data is taken from the T2Mz files (2000-2004, except E39CA model 1996-2000). Also shown are corresponding satellite observations from MIPAS (CH₄, H₂O, O₃, ClONO₂, HNO₃, N₂O₅, NO₂), ACE (CO, HCl), ODIN (HNO₃) and SCIAMACHY (BrO). The error bars are the standard deviations in the monthly mean values (except for ACE data).
Figure 6S-7: As Figure 6S-6 but for the tropics 30°S-30°N.
Figure 6S-8: Mean profiles for 30°N-60°N for modelled (a) CH₄, (ppmv) (b) H₂O (ppmv), (c) CO (ppbv), (d) O₃ (ppmv), (e) HCl (ppbv), (f) ClONO₂ (ppbv), (g) HNO₃ (ppbv), (h) N₂O₅ (ppbv), (i) NO₂ (ppbv) and (j) BrO (pptv). The CCM data is taken from the T2Mz files (2000-2004, except E39CA model 1996-2000). Also shown are corresponding satellite observations from MIPAS (CH₄, H₂O, O₃, ClONO₂, HNO₃, N₂O₅, NO₂), ACE (CO, HCl), ODIN (HNO₃) and SCIAMACHY (BrO). The error bars are the standard deviations in the annual mean values (except for ACE data).
**Figure 6S-9:** As Figure 6S-8 but for the tropics 30°S-30°N.
Figure 6S-10. Time series of mean tracer mixing ratios for (a) ClO (ppbv) 35°N-60°N at 60 hPa, (b) ClO (ppbv) 35°S-60°S at 60 hPa, (c) ClO (ppbv) 35°N-60°N at 100 hPa, (d) ClO (ppbv) 35°S-60°S at 100 hPa, (e) HO2 (pptv) 5°S-5°N at 50 hPa, and (f) NO2 (ppbv) 5°S-5°N at 10 hPa. Also shown for NO2 are HALOE sunset observations converted to 24-hr mean using output from the EMAC model.
Figure 6S-11: Time series of organic chlorine volume mixing ratio (organic chlorine tracers) (ppbv) from 1960 to 2100 from 13 REF-B2 CCM simulations and the multimodel mean. A selection of averages within different latitude bands and at different altitudes are plotted. For reference, each panel also includes the total chlorine curve from the WACCM model at the surface (black dashed line).
Figure 6S-12: As Figure 6S-11 but for organic bromine mixing ratio (pptv).
Figure 6S-13. Southern hemisphere profiles of H$_2$O versus θ from Aura MLS at mid-month (on the 15$^{th}$ day of each month shown in colour bar), from May through October, based on a 5-yr MLS climatology (mid-2004 to mid-2009). Profiles are averaged over the EqL ranges shown above each panel.
Figure 6S-14. Same as Figure 6S-13, except for HCl.
Figure 6S-15: Change in H$_2$O from 350K to 600K, relative to May, for Aura MLS (abbreviated as AMLS in legend) and 14 CCM climatologies (legend uses first 4 letters of each model) and multimodel mean.
Figure 6S-16: As Figure 6S-15 but for HCl.
Figure 6S-17: Grades obtained for 14 CCMs from a comparison of model versus MLS-derived climatological changes in H$_2$O (see main chapter text and Figure 6S-12). Grades are calculated for 4 EqL bins and 3 ranges of $\theta$ values. Colours and linestyles correspond to those shown in Figure 6S-16.
Figure 6S-18: As Figure 6S-17 but for HCl.
Figure 6S-19a: Left panels display variations in average H$_2$O at 500K during the course of a year in 4 EqL bins, based on climatologies from Aura MLS (black, solid lines) and 7 CCMs (with model sources shown in bottom legend). Right panels show the corresponding rms variability over the 5-year climatology, for each sampled day of year.
Figure 6S-19b: Same as Figure 6S-16a, but for Aura MLS H$_2$O (and its rms variability) compared to the 7 other available CCM distributions of H$_2$O versus time of year.
Figure 6S-20a: Left panels display variations in average HCl at 500K during the course of a year in 4 EqL bins, based on climatologies from Aura MLS (black, solid lines) and 7 CCMs (with model sources shown in bottom legend). Right panels show the corresponding rms variability over the 5-year climatology, for each sampled day of year.
Figure 6S-20b: Same as Figure 6S-20a, but for Aura MLS HCl (and its rms variability) compared to the 7 other available CCM distributions of HCl versus time of year.
Table 6S-1. Chemical Species in CCMs (1=AMTRAC3; 2=CAM3.5; 3=CCSRNIES; 4=CMAM; 5=CNRM-ACM; 6=E39CA; 7=EMAC; 8=GEOSCCM; 9=LDMDzrepro; 10=MRI; 11=NlWA-SOCOL; 12=SOCOL; 13=ULAQ; 14=UMETRAC; 15=UMSLIMCAT; 16=UMUKCA-METO; 17=UMUKCA-UCAM; 18=WACCM; 19= PSS model).

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>O(P)</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y*</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>2</td>
<td>O(D)</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>3</td>
<td>O2</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>4</td>
<td>H2</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>5</td>
<td>OH</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>6</td>
<td>HO2</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>7</td>
<td>H2O</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>8</td>
<td>H2O2</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>9</td>
<td>NO</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>10</td>
<td>NO2</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>11</td>
<td>NO3</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>12</td>
<td>N2O</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>13</td>
<td>N2O3</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>14</td>
<td>HONO</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>15</td>
<td>HNO2</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>16</td>
<td>HNO3</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>17</td>
<td>H2NO3</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>18</td>
<td>Cl</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>19</td>
<td>ClO</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>20</td>
<td>Cl2</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>21</td>
<td>OClO</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>22</td>
<td>Cl2O</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>23</td>
<td>HCl</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>24</td>
<td>HOCl</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>#</td>
<td>ClONO₂</td>
<td>Br</td>
<td>BrO</td>
<td>HBr</td>
<td>BrONO₂</td>
<td>BrCl</td>
<td>Br₂</td>
<td>Cl₂</td>
<td>CH₂Cl₂</td>
<td>CH₃Cl</td>
<td>CCl₃</td>
<td>CCl₄</td>
<td>CH₂Cl₂</td>
<td>CCl₄</td>
<td>CCl₃</td>
<td>CCl₄</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>--------</td>
<td>----</td>
<td>-----</td>
<td>-----</td>
<td>--------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>--------</td>
<td>-------</td>
<td>------</td>
<td>-----</td>
<td>--------</td>
<td>-----</td>
<td>------</td>
<td>-----</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y*</td>
<td>Y*</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y*</td>
<td>Y*</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y*</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y*</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y*</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y*</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N*</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>CO</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>CH₄</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>H₂O</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>N₂O</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>CO₂</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>a</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>C₂H₆</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>C₂H₄</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>C₂Cl₂</td>
<td>N</td>
<td>b</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>CCl₃</td>
<td>N</td>
<td>c</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>CCl₄</td>
<td>N</td>
<td>c</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>CH₃CCl₃</td>
<td>N</td>
<td>c</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>H₂C₂Cl₂</td>
<td>N</td>
<td>c</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
</tr>
</thead>
<tbody>
<tr>
<td>52</td>
<td>H-1211</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>b</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>53</td>
<td>H-1301</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>54</td>
<td>H-2402</td>
<td>N</td>
<td>d</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>b</td>
<td>d</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>d</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>d</td>
<td>N</td>
</tr>
<tr>
<td>55</td>
<td>CH$_3$Br</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y*</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>56</td>
<td>NMHCs</td>
<td>N</td>
<td>e</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

**Notes:**

Y = this species is explicitly derived. (O$_2$ specified as a constant volume mixing ratio).

N = this species is not explicitly derived.

NMHCs = the chemical mechanism includes a detailed representation of Non-Methane Hydrocarbons.

**Notes specific to each model:**

1: The halogen source molecules are parameterized to give realistic Cly and Bry.

2a-d: These species are not explicitly derived in CAM3.5. The time-dependent VMR lower boundary conditions for these species are added to surrogates with similar chemical lifetimes.

2e: CAM3.5 has a reduced NMHC mechanism for better representation of tropospheric chemistry.

3: The CCSRNIES model includes CHBr$_3$ with a constant surface mixing ratio of 1.8 pptv.

4a: For CMAM, photolysis of CO$_2$ is included (yielding CO + O(3P)) though the concentration of CO$_2$ is globally constant.

5: CNRM-ACM also includes ClNO$_2$ species.

6*: E39CA uses parameterization of bromine-catalyzed ozone loss (Appendix in Stenke *et al.*, 2009).

7*: Lumped into CFC-12 using weighting by amount of chlorine atoms.

8: GEOSCCM variables denoted by Y* are inferred from transported chemical families. CO$_2$, and H$_2$ are specified in the model.

8a: The surface boundary conditions of HCFC141b and HCFC142b are combined into one species defined as HCFC142b + 2*HCFC141b to account for total chlorine atoms involved.

8b: The surface boundary conditions of H-1211 and H-2402 are combined into one species defined as H-1211 + 2*H-2402 to account for the total bromine atoms involved.

9*: CFC-114 and CFC-115 are lumped into CFC-12 using weighting by number of chlorine atoms.

9a: Lumped into CH$_3$CCl$_3$ using weighting by number of chlorine atoms.

9b: Lumped into HCFC-22 using weighting by number of chlorine atoms.
9c: Lumped into CH$_3$Br using weighting by number of bromine atoms.

9d: Lumped into H-1301 using weighting by number of bromine atoms.

12: In the CCMVal SOCOL runs chlorine source gases were lumped in CFC-11 and CFC-12 (based on lifetimes) and bromine source gases lumped into CH$_3$Br.

13: NMHC chemistry is included in ULAQ with a limited number of species (6), using lumping technique.

15-17: In the CCMVal UMSLIMCAT and UMUKCA runs chlorine source gases were lumped in CFC-11 and CFC-12 (based on lifetimes) and bromine source gases lumped into CH$_3$Br.

18a-d: These species are not explicitly derived in WACCM. The time-dependent VMR lower boundary conditions for these species are added to surrogates with similar chemical lifetimes.

19: The PSS model also includes: ClNO$_2$, ClONO, ClOO, HOONO; ClNO$_2$ is produced by N$_2$O$_5$+HCl(het) & Cl+NO$_2$; ClONO is also produced by Cl+NO$_2$ and ClONO$_2$ photolysis; ClOO is produced by ClO+ClO; HOONO is produced by NO$_2$+OH. In this model, Cl$_2$, NO$_3$, and Br$_2$ are specified, rather than being produced from the organic source gases and N$_2$O, C$_2$H$_6$ from tracer relations, with the focus on its production of HOx radicals and HCl, via reaction with OH and Cl, respectively.
Table 6S-2. Gas-phase Reactions in CCMs  

<table>
<thead>
<tr>
<th>#</th>
<th>Reactions</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>O + O + M</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>12</td>
<td>O(1D) + HCl</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>13</td>
<td>O(1D) + HBr</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>16</td>
<td>O(1D) + CFC-113</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
</tr>
<tr>
<td>17</td>
<td>O(1D) + CFC-114</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
</tr>
<tr>
<td>18</td>
<td>O(1D) + CFC-115</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
</tr>
<tr>
<td>19</td>
<td>O(1D) + HCFC22</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
</tr>
<tr>
<td>20</td>
<td>O(1D) + HCFC-141b</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>21</td>
<td>O(1D) + HCFC-142b</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>22</td>
<td>O(1D) + CCl3</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J2</td>
<td>J2</td>
<td>J2</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
</tr>
<tr>
<td>23</td>
<td>O(1D) + CH3Br</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J2</td>
<td>J6</td>
<td>N</td>
</tr>
<tr>
<td>#</td>
<td>Reactions</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>----</td>
<td>----------------------------------</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>24</td>
<td>O(D) + H-1211</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>25</td>
<td>O(D) + H-1301</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
</tr>
<tr>
<td>26</td>
<td>O(D) + H-1202</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Nitrogen Radicals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>H + NO₂</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J2</td>
<td>N</td>
<td>J6</td>
</tr>
<tr>
<td>30</td>
<td>N + NO₂</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J2</td>
<td>J2</td>
<td>J2</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J2</td>
<td>N</td>
<td>J6</td>
<td>J2</td>
<td>J6</td>
</tr>
<tr>
<td>31</td>
<td>N + O₃</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>32</td>
<td>NO + O + M</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J2</td>
<td>J6</td>
<td>J6</td>
<td>J2</td>
<td>J6</td>
</tr>
<tr>
<td>33</td>
<td>NO + OH + M (HONO)</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>J2</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>37</td>
<td>NO₂ + O + M</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J2</td>
<td>J6</td>
<td>J6</td>
<td>J2</td>
<td>J6</td>
</tr>
<tr>
<td>43</td>
<td>NO₂ + NO</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J2</td>
<td>J2</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J2</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J2</td>
<td>J6</td>
</tr>
<tr>
<td>44</td>
<td>NO₂ + O</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
</tr>
<tr>
<td>45</td>
<td>NO₂ + OH</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J2</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>46</td>
<td>NO₂ + HO₂</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>J2</td>
<td>J2</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J2</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>47</td>
<td>HONO + OH</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>J2</td>
<td>J2</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>#</td>
<td>Reactions</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>----</td>
<td>-----------------------</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>66</td>
<td>H₂O₂ + O</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>14</td>
</tr>
</tbody>
</table>

**Chlorine Radicals**

<table>
<thead>
<tr>
<th>#</th>
<th>Reactions</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>Reactions</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>----</td>
<td>----------------------------------</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>80</td>
<td>ClO + ClO (Cl₂)</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>81</td>
<td>ClO + ClO (ClO₂)</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>a</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>82</td>
<td>ClO + ClO (OCIO)</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>84</td>
<td>OCIO + O</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>85</td>
<td>OCIO + NO</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>86</td>
<td>OCIO + Cl</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>88</td>
<td>Cl₂O₂ + Cl</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>90</td>
<td>HCl + O</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>92</td>
<td>HOCl + Cl</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>95</td>
<td>ClONO₂ + OH</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
<tr>
<td>96</td>
<td>ClONO₂ + Cl</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J2</td>
<td>J2</td>
<td>J2</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
<td>J6</td>
</tr>
</tbody>
</table>

---

**Bromine Radicals**

<table>
<thead>
<tr>
<th>#</th>
<th>Reactions</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
</tr>
</thead>
</table>

---

39
| #  | Reactions                                                                 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
|----|---------------------------------------------------------------------------|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|
| 109| BrO + BrO → Br₂ + O₂                                                       | N  | N  | J6 | N  | N  | c  | * | N  | J6 | N  | N  | N  | J6 | N  | N  | N  | N  | N  | J6 |
| 110| Br₂ + OH                                                                  | N  | N  | N  | N  | N  | * | N  | N  | N  | N  | N  | N  | N  | N  | N  | N  | N  | N  | J6 |
| 111| HBr + O                                                                  | N  | N  | J6 | N  | N  | N  | * | N  | N  | N  | J6 | J6 | J6 | J6 | J6 | N  | J6 | J6 | J6 |
| 113| HOBr + O                                                                  | J6 | N  | N  | N  | N  | J6 | * | J2 | N  | J6 | J6 | J6 | J6 | J6 | J2 | J6 | N  | J6 | J6 |
| 114| BrONO₂ + O                                                               | N  | N  | N  | N  | N  | N  | * | N  | N  | J6 | N  | N  | N  | N  | N  | N  | J6 | N  | J6 |

**Organic Halogen Reactions**

| #  | Reactions                                                                 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
|----|---------------------------------------------------------------------------|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|
| 115| CH₂Cl + Cl                                                              | N  | J6 | N  | J6 | N  | N  | N  | N  | N  | N  | N  | N  | N  | N  | N  | N  | N  | N  | J6 |
| 118| HCFC22 + OH                                                              | N  | J6 | N  | J6 | J6 | N  | N  | J2 | J6 | N  | J6 | J6 | J6 | J6 | J6 | N  | N  | N  | N  | J6 |

**CH₃ and Derivatives**

| #  | Reactions                                                                 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
|----|---------------------------------------------------------------------------|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|
| 123| CH₃O₂ + ClO                                                               | N  | N  | J6 | J6 | J6 | J6 | J2 | J2 | N  | N  | N  | N  | N  | N  | N  | J6 | J6 | J6 | J6 |
| 126| CH₃O + NO₃                                                                | N  | J6 | N  | N  | J6 | J6 | J6 | J2 | J2 | N  | N  | N  | J6 | J6 | N  | J2 | N  | J6 | J6 | J6 |
| #   | Reactions                        | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
| 129 | CO + OH + M (HO$_3$CO)           | N | N | N | b | J6 | N | N | N | N | N | N | N | N | N | N | N | N | N | J6 | J6 |
|     | C$_2$H$_6$ chemistry             |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 130 | C$_2$H$_6$ + OH                  | N | N | N | N | N | N | c | N | N | N | N | N | J6 | N | N | N | N | N | N | J6 |
| 131 | C$_2$H$_6$ + Cl                  | N | N | N | N | N | N | N | N | N | N | N | N | N | N | N | N | N | N | N | J6 |

**Notes:**

15 = IUPAC, 2005.

J2 = Chemical Kinetics and Photochemical Data for Use in Atmospheric Studies, Eval#14 (JPL-02).
J6 = Chemical Kinetics and Photochemical Data for Use in Atmospheric Studies, Eval#15 (JPL-06).

N = This reaction is not explicitly represented.

**Notes specific to each model:**

3: rxn#101: BrO + OH $\rightarrow$ Br + HO$_2$ (98%), $\rightarrow$ HBr + O$_2$ (2%) is assumed.
3: rxn#108: BrO + BrO $\rightarrow$ 2Br + O$_2$ is assumed.
3: The CCSRNIES model includes the reactions Cl + O$_2$ + M $\rightarrow$ ClOO + M, OClO + OH $\rightarrow$ HOCl + O$_2$, CHBr$_3$ + OH $\rightarrow$ products, and CO + OH $\rightarrow$ H + CO$_2$.
4a: JPL-06 but forms Cl + O$_2$.
4b: Both channels of OH + CO included, but both yield CO$_2$ + H.
5: “a” produces OCIO; “b” produces OCIO; “c” produces 2xBr instead of Br$_2$.
6*: Uses parameterization of bromine-catalyzed ozone loss (Appendix in Stenke *et al.*, 2009).
7a: Hack *et al.* (1978), listed in JPL-02.
McCabe et al. (2001).

The products of 105 and 106 are Cl + Br + O₂.

The OH + HNO₃ reaction rate is amalgamated from JPL-06 and IUPAC (2002).

The IUPAC 2004 (I4) reference is used for many of the reactions; however, the rate constants were set in 2002 using the online version of IUPAC.
<table>
<thead>
<tr>
<th>#</th>
<th>Reaction</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\text{O}_2 + \text{hv (O}^\text{D})$</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>N</td>
</tr>
<tr>
<td>2</td>
<td>$\text{O}_2 + \text{hv (O}^\text{P})$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>3</td>
<td>$\text{H} + \text{O}_2 + \text{hv (O}^\text{D})$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>4</td>
<td>$\text{O}_1 + \text{hv (O}^\text{P})$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>5</td>
<td>$\text{N}_2\text{O} + \text{hv}$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>6</td>
<td>$\text{NO} + \text{hv}$</td>
<td>J</td>
<td>M</td>
<td>A</td>
<td>A</td>
<td>M</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>7</td>
<td>$\text{N}_2\text{O}_2 + \text{hv (NO)}$</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>8</td>
<td>$\text{N}_2\text{O}_2 + \text{hv (NO)}$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>9</td>
<td>$\text{N}_2\text{O}_2 + \text{hv (NO)}$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>10</td>
<td>$\text{HONO} + \text{hv}$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>11</td>
<td>$\text{HNO}_2 + \text{hv}$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>12</td>
<td>$\text{NO}_3 + \text{hv}$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>13</td>
<td>$\text{NO}_3 + \text{hv (NO)}$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>14</td>
<td>$\text{HO}_2\text{NO}_2 + \text{hv (NO)}$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>15</td>
<td>$\text{HO}_2\text{NO}_2 + \text{hv (NO)}$</td>
<td>N</td>
<td>a</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>16</td>
<td>$\text{CH}_2\text{O}_2 + \text{hv}$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>17</td>
<td>$\text{CH}_2\text{O} + \text{hv (H)}$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>18</td>
<td>$\text{CH}_2\text{O} + \text{hv (H}_2)$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>19</td>
<td>$\text{H}_2\text{O} + \text{hv}$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>20</td>
<td>$\text{HO}_2 + \text{hv}$</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>21</td>
<td>$\text{H}_2\text{O}_2 + \text{hv}$</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>22</td>
<td>$\text{Cl}_2 + \text{hv}$</td>
<td>Y</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>23</td>
<td>$\text{Cl}_2 + \text{hv}$</td>
<td>Y</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td></td>
<td>Reaction</td>
<td>N</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
<tr>
<td>---</td>
<td>----------</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>24</td>
<td>ClO + hv</td>
<td>N</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>e</td>
<td>e</td>
<td>J 2</td>
<td>J 6</td>
<td>J 6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J 6</td>
</tr>
<tr>
<td>28</td>
<td>ClONO₂ + hv</td>
<td>ClONO₂</td>
<td>N</td>
<td>J 6</td>
<td>J 6</td>
<td>N</td>
<td>B</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J 6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>33</td>
<td>HBr + hv</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J 6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>34</td>
<td>Br₂ + hv</td>
<td>N</td>
<td>N</td>
<td>J 6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>35</td>
<td>BrONO₂ + hv (NO₂)</td>
<td>N</td>
<td>J 6</td>
<td>J 2</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J 2</td>
<td>N</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J</td>
<td>J 6</td>
<td>J 6</td>
</tr>
<tr>
<td>37</td>
<td>CH₃ + hv</td>
<td>J 6</td>
<td>J 7</td>
<td>J 6</td>
<td>J 7</td>
<td>J 7</td>
<td>J 7</td>
<td>J 7</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>Y</td>
<td>J 0</td>
<td>J</td>
<td>J 6</td>
<td>J 6</td>
</tr>
<tr>
<td>38</td>
<td>CO₂ + hv</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J 6</td>
<td>J 6</td>
<td>J 7</td>
<td>J 7</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>Y</td>
<td>J 0</td>
<td>J</td>
<td>J 6</td>
<td>J 6</td>
</tr>
<tr>
<td>41</td>
<td>CH₃C₂Cl + hv</td>
<td>N</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 7</td>
<td>J 7</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>Y</td>
<td>J 0</td>
<td>J</td>
<td>J 6</td>
<td>J 6</td>
</tr>
<tr>
<td>44</td>
<td>CFC-113 + hv</td>
<td>N</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>N</td>
<td>N</td>
<td>J 2</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>45</td>
<td>CFC-114 + hv</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J 2</td>
<td>N</td>
<td>J 5</td>
<td>J 5</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>46</td>
<td>CFC-115 + hv</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J 2</td>
<td>N</td>
<td>J 5</td>
<td>J 5</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>47</td>
<td>HCFC-22 + hv</td>
<td>N</td>
<td>J 6</td>
<td>J 6</td>
<td>J 6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J 2</td>
<td>J 6</td>
<td>N</td>
<td>J 5</td>
<td>J 5</td>
<td>J 6</td>
<td>J 6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>48</td>
<td>HCFC-141b + hv</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>49</td>
<td>HCFC-142b + hv</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>51</td>
<td>H-1202 + hv</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>H-1211 + hv</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J7</td>
<td>J2</td>
<td>J6</td>
<td>J6</td>
<td>I4</td>
<td>I4</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td></td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>H-1301 + hv</td>
<td>N</td>
<td>J6</td>
<td>J6</td>
<td>N</td>
<td>J6</td>
<td>J7</td>
<td>J2</td>
<td>J6</td>
<td>J6</td>
<td>J2</td>
<td>J2</td>
<td>J6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>J6</td>
<td>N</td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>H-2402 + hv</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**

J7 = Chemical Kinetics and Photochemical Data for Use in Atmospheric Studies, Eval#12 (JPL-97).
J0 = Chemical Kinetics and Photochemical Data for Use in Atmospheric Studies, Eval#13 (JPL-00).
J2 = Chemical Kinetics and Photochemical Data for Use in Atmospheric Studies, Eval#14 (JPL-02).
J6 = Chemical Kinetics and Photochemical Data for Use in Atmospheric Studies, Eval#15 (JPL-06).
I5 = IUPAC, 2005.

J = Data taken from a variety of sources.
N = This reaction is not explicitly represented.

**Notes specific to each model:**

1: Cl₂ is photolysed, but lumped with Cl₂O₂.
2a: CAM3.5 does not include the near-IR photolysis of HO₂NO₂.
2b: JCl₂O₂ uses Burkholder *et al.* (1990) [with log-linear extrapolation to 450nm].
Allen and Frederick (1982).
Equations (4.98) and (4.99) on p.157, Brasseur and Solomon (1986).
Assumed to be the same values as those for JHCl.
Produces 2x NOx according to JPL-06.
Produces ClO + NO2 according to JPL-06.
JPL-97 + Talukdar et al. (1998).
Allen and Frederick (1982).
JPL-97 + Roehl et al. (2002).
Wahner et al. (1987).
JPL-97, j-value scaled by 1.4 (close to Burkholder et al. 1990). See PhotoComp. Some values marked with N can be calculated by the model but are not used.
Allen and Frederick (1982).
Nicolet (1979); Nicolet and Cieslik, (1980).
The code contains no information on when the rates were last updated, so only existence or not could be established.
Minschwaner et al. (1993), Minschwaner and Siskind (1993);
Burkholder et al., (1990) [with log-linear extrapolation to 450nm].
Photolysis in UMUKCA (both versions) is based on an earlier version of the SLIMCAT CTM but the cross sections have not been updated. Exceptions are the photolysis of HO2NO2, ClONO2, and BrONO2. Here the cross sections are unchanged but new information on branching ratios has been adopted. Also we have introduced a reaction O2 + hv => O(1D) + O(3P) with a branching ratio following JPL-06. The cross sections and quantum yields for oxygen photolysis follow WMO (1985).
For JO2, the Ly-a and SRB is derived using Chabrillat and Kockarts (1997) and Kopper and Murtagh (1996), respectively.
WACCM does not include the near-IR photolysis of JH2O NO2.
JH2O cross sections are taken from JPL-06, plus Lyman alpha photolysis.
JCl2O2 uses Burkholder et al., (1990) [with log-linear extrapolation to 450nm].
References:


Table 6S-4. Description of models in PhotoComp 2008.

<table>
<thead>
<tr>
<th>Label</th>
<th>Model</th>
<th>Method</th>
<th>Bins</th>
<th>Scattering code</th>
<th>SR Bands</th>
<th>Solar Irradiance and CS/QY comments</th>
<th>Low Sun</th>
<th>Cloud (P1c)</th>
<th>Aerosol(P1b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCSR</td>
<td>CCSRNIES</td>
<td>Inline RT</td>
<td>16 [200 – 690nm] + 2 [&gt;690 nm], SR param for O2&amp;NO</td>
<td>Two-stream, plane-parallel</td>
<td>O2: M93 NO: AF82</td>
<td>Sep86+Nov89 from L97</td>
<td>Spherical solar rays, no refraction.</td>
<td></td>
<td>Own aerosol scattering, same tau</td>
</tr>
<tr>
<td>EMAC</td>
<td>EMAC</td>
<td>Inline RT (v1.5)</td>
<td>7 [202-682 nm] + Ly-alpha + SR param.</td>
<td>Delta 2-stream (PIFM) + LUT</td>
<td>O2: KM96 NO: AF82</td>
<td>JPL1997 + updates: O1(1D), HNO4, acetone, OCIO, HOB, …</td>
<td>Extrapolation when SZA 88~94.5º (L03)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GfJX</td>
<td>UCI Fast-JX (v6.2)</td>
<td>Standalone RT</td>
<td>18 [177.4 – 850nm], not contiguous.</td>
<td>8-stream, asymmetric Feautrier, plane-parallel</td>
<td>Redo SR ODFs in UCIr by BP02</td>
<td>JPL 2002, IUPAC 2005 + updates (O1D, HNO4, acetone, NO2/JPL O3 from AFGL/Molina. SUSIM solar fluxes (Mar 92+Nov 94)</td>
<td>Spherical solar rays, no refraction.</td>
<td>per PC08</td>
<td>per PC08</td>
</tr>
<tr>
<td>LMDZ</td>
<td>LMDZRepro</td>
<td>LUT from TUV 4.1</td>
<td>LUT (p, col-O3, SZA, λ)</td>
<td>See TUV</td>
<td>See TUV 4.1</td>
<td>See TUV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIWA</td>
<td>NIWA-SOCOL v2.0</td>
<td>LUT from Mezon CTM</td>
<td>73 total [120-750 nm] with Lyman-alpha</td>
<td>LUT (XO2 &amp; XO3)</td>
<td>O2 and NO: AF82</td>
<td>Mostly JPL 2006 + IUPAC. Solar: CCMVal2 see Lean 2005.</td>
<td>Spherical solar rays, no refraction</td>
<td>OD match PC08, LWC and scattering from S78</td>
<td></td>
</tr>
<tr>
<td>Abbreviations:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CS = Cross Sections; QY = Quantum yield; SZA: Solar zenith angle; ALB = surface albedo; RT = radiative transfer; SR = Schumann-Runge; Lα = Lyman-Alpha; LUT: Lookup Table, λ: wavelength</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Abbr. References:


Other References:

SPARC CCMVal PhotoComp-2008  
(1 June 2008, MJP)

GOALS. Evaluate how models calculate photolysis (and indirectly heating) rates in the stratosphere and troposphere with the incentive of locating errors or biases and identifying improved and practical methods. There are three basic parts to PhotoComp2008:

1. Basic test of all J-values for high sun (SZA=15°), w/ & w/o additional scattering layers (stratiform clouds & stratospheric volcanic aerosols).

2. Test of twilight, sphericity, and 24-hour averages (SZA = 84° - 96°).

3. Test of wavelength integration w/o scattering (SZA = 15°).

There will be one standard atmosphere, whose primary definition will include air mass, ozone mass, and temperature in each layer. This atmosphere is typical of the tropics, ozone column = 260 DU. For efficiency, we will use this same atmosphere in all sections, even the low-sun, polar cases.

PARTICIPATION. This study is designed to aid development and testing of the photolysis and short-wave heating codes used in chemistry-transport models and coupled chemistry-climate models. This project is open: any research group can participate by running the experiments and reporting the results as specified below. We also encourage participation from groups (without CTMs or CCMs) who have participated in other model-measurement studies (e.g., IPMMI, POLARIS). Many CTM/CCMs will be using “the same” photolysis scheme (e.g., fast-TUV, fast-J) and think their participation redundant – this is false. The implementation of a standard scheme into any CTM/CCM will likely alter (intended or inadvertent) how the J-values are calculated: thus it is very important when you perform these tests that the photolysis module that is as close a possible to that embedded within the CTM/CCM and not the original, standalone version that you used to derive your inline model.

EXPERIMENTS.

Part 1 is a basic test of all J-values for high sun (SZA = 15°) over the ocean (albedo = 0.10, Lambertian). Part 1a: Clear sky (only Rayleigh scattering) and no aerosols. Part 1b: Pinatubo aerosol in the stratosphere (layer 10). Part 1c: Stratus cloud (layer 2). The primary atmosphere (Table 1a) is specified in terms of pressure layers, mean temperature, and column O₃ in each layer. Please do not include absorption by NO₂ or other species in calculating optical depths. For 1b and 1c we recommend that you use the specified optical properties in Table 1c, interpolating across the 5 specified wavelengths.
Part 2 tests the simulation of a spherical atmosphere and twilight conditions that are critical to the polar regions. Use the same atmosphere as Part 1 without clouds or aerosols. Assume equinox (solar declination = 0º) and a latitude of 84ºN. The surface SZA (not including refraction) varies from 84º (noon) to 96º (midnight). Report all J-values at noon, midnight, and the 24-hour average (integrating as you would in your CTM/CCM). With a spherical atmosphere, the local solar zenith angle changes with altitude and if refraction is included it will change the surface angle. Please note how you treat the solar ray path in your model description.

Part 3 tests the accuracy of wavelength binning in the critical region 290-400 nm that dominates tropospheric photolysis. Shut off all Rayleigh scattering and surface reflection (albedo = 0) giving effectively a simple Beer's Law calculation. Repeat the calculation in Part 1, but report only J-values for J-O3 (i.e., total), J-O3(1d) \([\text{O}_3 \rightarrow \text{O}_2 + \text{O}(^1\text{D})]\), and J-NO2 \([\text{NO}_2 \rightarrow \text{NO} + \text{O}]\). These are the two critical J-values for the troposphere, and they both have unusual structures in absorption cross section and quantum yields. The organizers will make these calculations using very high resolution (0.05 nm) cross sections and solar fluxes and for different options (e.g., JPL-06 vs. IUPAC cross sections) to provide a benchmark. NOTE that we will only use results below 20 km \((L=1:11)\) for this comparison.

DIAGNOSTICS.

Model Documentation should include a brief outline of the methods and any references (limit: one page). Please include brief notes on: how you treat sphericity and refraction, the Schumann-Runge bands (J-O2 and J-NO), Rayleigh scattering, multiple scattering, clouds and aerosols, seasonal changes in sun-earth distance, solar variability, and any specific parameterizations. Default cross sections are JPL-2006, please note if you are using alternate.

Report all J-values and all standard model layers since this is a check on all modeled J-values, not just the radiative transfer solution. See Appendix for data formatting. We are not specifying the day-of-the-year, so use solar fluxes for sun-earth distance = 1.0 au and average over the 11-yr solar cycle if possible. UCI's high-resolution solar spectrum used in these experiments is the average of two high and low SUSIM spectra (29 Mar 1992 and 11 Nov 1994), this is not meant to be the 11-yr average. It will be provided at 0.05 nm resolution, but we encourage you to use your own solar fluxes for the primary tests since changing solar fluxes will mostly likely require a complete re-averaging of all cross-sections (see Fast-J paper, Wild, Zhu, Prather, 2000). Please report in model documentation what you are using for the solar spectrum and how the solar cycle is represented in your submissions, and if possible submit it as a separate file so that it may be used to address differences later. (With different wavelength binning, this will not be trivial.) Reported photolysis rates should be calculated for the mass mid-point of each layer, this brings PhotoComp closer to current
CTM usage rather than the original grid-point formulation used in M&M. Results in the form of clearly labeled ascii text files should be sent to the organizers (see web posting for specific details).

**DISCUSSION.**

Implementation into a particular model's code will up to the participant. For example, at UCI we have two models that we will use in PhotoComp: a fast-JX model within the CTM that uses layers of uniform composition defined by mass (kg/m²); and a stand-alone photochemical box model that defines altitude (in cm) as the vertical grid and uses number densities for air and ozone. For the latter, we have re-mapped the primary atmosphere (Table 1a) onto a grid-point structure (Table 1b) that has the same mid-layer properties as the layer mean value and the same columns of O₂ and O₃.

One question will be: What is the correct answer? In some cases we may be able to define a "best" answer based on obvious physics or convergence of some of the more resolved models, but in others we may not. Thus in all of our proposed experiments we will begin with a "standard model" result (not necessarily the best answer) from one of the models and then determine a best answer, if possible, after analysis of the results.

One approach to defining the correct answer would be to merge observed radiation fields or photolysis rates (e.g., IPMMI, POLARIS, see references below), but we feel this may be too difficult to match the exact observing conditions. One way to include the knowledge gained by these field studies is to ensure participation from some of the models (e.g., NCAR-TUV, APL).

We do not recommend reporting detailed actinic fluxes as a function of wavelength since everyone selects different ways of integrating over wavelength (e.g., bins) and trying to reconcile the different wavelength scales is not worthwhile. If major problems show up, then a subgroup of models can consider how to resolve the differences.

Another major issue with photolysis and heating rates is the treatment of clouds and cloud fraction. This is very important, but probably beyond the current PhotoComp. It would require a special workshop. We do include an option for a plane-parallel volcanic aerosol layer (aka Pinatubo) and a stratiform cloud.

**APPENDIX**
### Table 1a. PhotoComp 2008 standard atmosphere

<table>
<thead>
<tr>
<th>L</th>
<th>edge p(hPa)</th>
<th>T</th>
<th>O3(mass/mass)</th>
<th>DU(**redundant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000.0</td>
<td>299.9</td>
<td>3.844E-08</td>
<td>2.4532</td>
</tr>
<tr>
<td>2</td>
<td>866.0</td>
<td>289.5</td>
<td>4.704E-08</td>
<td>4.8514</td>
</tr>
<tr>
<td>3</td>
<td>649.4</td>
<td>278.8</td>
<td>4.720E-08</td>
<td>3.6498</td>
</tr>
<tr>
<td>4</td>
<td>487.0</td>
<td>267.2</td>
<td>4.972E-08</td>
<td>2.8831</td>
</tr>
<tr>
<td>5</td>
<td>365.2</td>
<td>253.9</td>
<td>5.551E-08</td>
<td>2.4140</td>
</tr>
<tr>
<td>6</td>
<td>273.8</td>
<td>239.7</td>
<td>5.977E-08</td>
<td>1.9491</td>
</tr>
<tr>
<td>7</td>
<td>205.4</td>
<td>224.6</td>
<td>6.390E-08</td>
<td>1.5627</td>
</tr>
<tr>
<td>8</td>
<td>154.0</td>
<td>209.4</td>
<td>9.012E-08</td>
<td>1.6527</td>
</tr>
<tr>
<td>9</td>
<td>115.5</td>
<td>198.2</td>
<td>1.486E-07</td>
<td>2.0441</td>
</tr>
<tr>
<td>10</td>
<td>86.60</td>
<td>195.8</td>
<td>3.885E-07</td>
<td>4.0065</td>
</tr>
<tr>
<td>11</td>
<td>64.94</td>
<td>203.1</td>
<td>1.533E-06</td>
<td>11.8582</td>
</tr>
<tr>
<td>12</td>
<td>48.70</td>
<td>209.9</td>
<td>3.790E-06</td>
<td>21.9783</td>
</tr>
<tr>
<td>13</td>
<td>36.52</td>
<td>215.5</td>
<td>6.849E-06</td>
<td>29.7855</td>
</tr>
<tr>
<td>14</td>
<td>27.38</td>
<td>220.1</td>
<td>1.034E-05</td>
<td>33.7361</td>
</tr>
<tr>
<td>15</td>
<td>20.54</td>
<td>224.5</td>
<td>1.326E-05</td>
<td>32.4219</td>
</tr>
<tr>
<td>16</td>
<td>15.40</td>
<td>228.9</td>
<td>1.577E-05</td>
<td>28.9124</td>
</tr>
<tr>
<td>17</td>
<td>11.55</td>
<td>233.3</td>
<td>1.653E-05</td>
<td>22.7293</td>
</tr>
<tr>
<td>18</td>
<td>8.660</td>
<td>237.8</td>
<td>1.670E-05</td>
<td>17.2239</td>
</tr>
<tr>
<td>19</td>
<td>6.494</td>
<td>242.6</td>
<td>1.578E-05</td>
<td>12.2053</td>
</tr>
<tr>
<td>20</td>
<td>4.870</td>
<td>248.3</td>
<td>1.363E-05</td>
<td>7.9054</td>
</tr>
<tr>
<td>21</td>
<td>3.652</td>
<td>254.1</td>
<td>1.236E-05</td>
<td>5.3734</td>
</tr>
<tr>
<td>22</td>
<td>2.738</td>
<td>259.5</td>
<td>9.733E-06</td>
<td>3.1740</td>
</tr>
<tr>
<td>23</td>
<td>2.054</td>
<td>262.9</td>
<td>8.158E-06</td>
<td>1.9951</td>
</tr>
<tr>
<td>24</td>
<td>1.540</td>
<td>265.1</td>
<td>6.721E-06</td>
<td>1.2325</td>
</tr>
<tr>
<td>25</td>
<td>1.155</td>
<td>266.9</td>
<td>5.511E-06</td>
<td>0.7578</td>
</tr>
<tr>
<td>26</td>
<td>0.8660</td>
<td>264.7</td>
<td>4.810E-06</td>
<td>0.4960</td>
</tr>
<tr>
<td>27</td>
<td>0.6494</td>
<td>261.8</td>
<td>4.009E-06</td>
<td>0.3100</td>
</tr>
<tr>
<td>28</td>
<td>0.4870</td>
<td>259.7</td>
<td>3.325E-06</td>
<td>0.1928</td>
</tr>
<tr>
<td>29</td>
<td>0.3652</td>
<td>254.3</td>
<td>2.820E-06</td>
<td>0.1226</td>
</tr>
<tr>
<td>30</td>
<td>0.2738</td>
<td>247.0</td>
<td>2.323E-06</td>
<td>0.0758</td>
</tr>
<tr>
<td>31</td>
<td>0.2054</td>
<td>239.4</td>
<td>1.909E-06</td>
<td>0.0467</td>
</tr>
<tr>
<td>32</td>
<td>0.1540</td>
<td>234.4</td>
<td>1.585E-06</td>
<td>0.0291</td>
</tr>
<tr>
<td>33</td>
<td>0.1155</td>
<td>232.7</td>
<td>1.335E-06</td>
<td>0.0184</td>
</tr>
<tr>
<td>34</td>
<td>0.08660</td>
<td>226.4</td>
<td>1.102E-06</td>
<td>0.0114</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>35</td>
<td>0.06494</td>
<td>216.4</td>
<td>8.927E-07</td>
<td>0.0069</td>
</tr>
<tr>
<td>36</td>
<td>0.04870</td>
<td>210.8</td>
<td>7.372E-07</td>
<td>0.0043</td>
</tr>
<tr>
<td>37</td>
<td>0.03652</td>
<td>208.0</td>
<td>6.168E-07</td>
<td>0.0027</td>
</tr>
<tr>
<td>38</td>
<td>0.02738</td>
<td>205.2</td>
<td>5.162E-07</td>
<td>0.0017</td>
</tr>
<tr>
<td>39</td>
<td>0.02054</td>
<td>202.4</td>
<td>4.317E-07</td>
<td>0.0011</td>
</tr>
<tr>
<td>40</td>
<td>0.01540</td>
<td>199.4</td>
<td>3.607E-07</td>
<td>0.0006</td>
</tr>
<tr>
<td>41</td>
<td>0.01155</td>
<td>197.6</td>
<td>3.032E-07</td>
<td>0.0002</td>
</tr>
<tr>
<td>42</td>
<td>0.00866</td>
<td>197.6</td>
<td>3.032E-07</td>
<td>0.0012</td>
</tr>
</tbody>
</table>

above model top layer=41 @ 0.0866 hPa, assume uniform T & O3

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>42</td>
<td>0.00866</td>
<td>197.6</td>
<td>3.032E-07</td>
<td>0.00125</td>
</tr>
<tr>
<td>43</td>
<td>0.00000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^ layer for stratiform cloud: OD (600 nm) = 20.0

** layer for Pinatubo sulfate aerosol: OD(600 nm) = 1.00
see Table 1c.

Table 1b. Standard atmosphere shown mapped into grid points

<table>
<thead>
<tr>
<th>L</th>
<th>alt(km)</th>
<th>air(#/cm^3)</th>
<th>O3(#/cm^3)</th>
<th>T(K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>2.416E+19</td>
<td>5.611E+11</td>
<td>299.9</td>
</tr>
<tr>
<td>2</td>
<td>2.5</td>
<td>1.877E+19</td>
<td>5.335E+11</td>
<td>289.5</td>
</tr>
<tr>
<td>3</td>
<td>4.9</td>
<td>1.462E+19</td>
<td>4.169E+11</td>
<td>278.8</td>
</tr>
<tr>
<td>4</td>
<td>7.2</td>
<td>1.144E+19</td>
<td>3.436E+11</td>
<td>267.2</td>
</tr>
<tr>
<td>5</td>
<td>9.4</td>
<td>9.025E+18</td>
<td>3.027E+11</td>
<td>253.9</td>
</tr>
<tr>
<td>6</td>
<td>11.4</td>
<td>7.169E+18</td>
<td>2.589E+11</td>
<td>239.7</td>
</tr>
<tr>
<td>7</td>
<td>13.4</td>
<td>5.737E+18</td>
<td>2.215E+11</td>
<td>224.6</td>
</tr>
<tr>
<td>8</td>
<td>15.2</td>
<td>4.615E+18</td>
<td>2.513E+11</td>
<td>209.4</td>
</tr>
<tr>
<td>9</td>
<td>16.9</td>
<td>3.656E+18</td>
<td>3.283E+11</td>
<td>198.2</td>
</tr>
<tr>
<td>10</td>
<td>18.6</td>
<td>2.775E+18</td>
<td>6.514E+11</td>
<td>195.8</td>
</tr>
<tr>
<td>11</td>
<td>20.3</td>
<td>2.006E+18</td>
<td>1.858E+12</td>
<td>203.1</td>
</tr>
<tr>
<td>12</td>
<td>22.0</td>
<td>1.456E+18</td>
<td>3.334E+12</td>
<td>209.9</td>
</tr>
<tr>
<td>13</td>
<td>23.8</td>
<td>1.063E+18</td>
<td>4.399E+12</td>
<td>215.5</td>
</tr>
<tr>
<td>14</td>
<td>25.7</td>
<td>7.807E+17</td>
<td>4.879E+12</td>
<td>220.1</td>
</tr>
<tr>
<td>15</td>
<td>27.5</td>
<td>5.740E+17</td>
<td>4.598E+12</td>
<td>224.5</td>
</tr>
<tr>
<td>16</td>
<td>29.4</td>
<td>4.222E+17</td>
<td>4.022E+12</td>
<td>228.9</td>
</tr>
<tr>
<td>17</td>
<td>31.4</td>
<td>3.106E+17</td>
<td>3.102E+12</td>
<td>233.3</td>
</tr>
<tr>
<td>18</td>
<td>33.4</td>
<td>2.285E+17</td>
<td>2.306E+12</td>
<td>237.8</td>
</tr>
<tr>
<td>19</td>
<td>35.4</td>
<td>1.680E+17</td>
<td>1.602E+12</td>
<td>242.6</td>
</tr>
</tbody>
</table>
Table 1c. Scattering properties of Pinatubo and stratus layers

Definitions:
- \( W \) = wavelength (nm)
- \( Q \) = scattering efficiency \( (\text{average of cross-section } / (\pi r^2) ) \)
  - typically \( Q \approx 2 \) for large clouds and large aerosols
  - \( r \) = aerosol size distrib \( N(r) \), index of refraction, wavelength.
- \( K \) = extinction \( (m^2/g) \), the cross-sectional area per gram of material

<table>
<thead>
<tr>
<th>Atmosphere</th>
<th>( W ) (nm)</th>
<th>( Q )</th>
<th>( \text{air/}\text{cm}^2 )</th>
<th>( \text{O}_3/\text{cm}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>37.5</td>
<td>( 1.231 \times 10^{17} )</td>
<td>( 1.014 \times 10^{12} )</td>
<td>248.3</td>
</tr>
<tr>
<td>21</td>
<td>39.6</td>
<td>( 9.018 \times 10^{16} )</td>
<td>( 6.732 \times 10^{11} )</td>
<td>254.1</td>
</tr>
<tr>
<td>22</td>
<td>41.7</td>
<td>( 6.622 \times 10^{16} )</td>
<td>( 3.894 \times 10^{11} )</td>
<td>259.5</td>
</tr>
<tr>
<td>23</td>
<td>43.9</td>
<td>( 4.902 \times 10^{16} )</td>
<td>( 2.416 \times 10^{11} )</td>
<td>262.9</td>
</tr>
<tr>
<td>24</td>
<td>46.2</td>
<td>( 3.645 \times 10^{16} )</td>
<td>( 1.480 \times 10^{11} )</td>
<td>265.1</td>
</tr>
<tr>
<td>25</td>
<td>48.4</td>
<td>( 2.715 \times 10^{16} )</td>
<td>( 9.039 \times 10^{10} )</td>
<td>266.9</td>
</tr>
<tr>
<td>26</td>
<td>50.6</td>
<td>( 2.053 \times 10^{16} )</td>
<td>( 5.966 \times 10^{10} )</td>
<td>264.7</td>
</tr>
<tr>
<td>27</td>
<td>52.8</td>
<td>( 1.557 \times 10^{16} )</td>
<td>( 3.771 \times 10^{10} )</td>
<td>261.8</td>
</tr>
<tr>
<td>28</td>
<td>55.0</td>
<td>( 1.177 \times 10^{16} )</td>
<td>( 2.364 \times 10^{10} )</td>
<td>259.7</td>
</tr>
<tr>
<td>29</td>
<td>57.2</td>
<td>( 9.011 \times 10^{15} )</td>
<td>( 1.535 \times 10^{10} )</td>
<td>254.3</td>
</tr>
<tr>
<td>30</td>
<td>59.3</td>
<td>( 6.957 \times 10^{15} )</td>
<td>( 9.766 \times 10^{9} )</td>
<td>247.0</td>
</tr>
<tr>
<td>31</td>
<td>61.4</td>
<td>( 5.383 \times 10^{15} )</td>
<td>( 6.210 \times 10^{9} )</td>
<td>239.4</td>
</tr>
<tr>
<td>32</td>
<td>63.4</td>
<td>( 4.123 \times 10^{15} )</td>
<td>( 3.949 \times 10^{9} )</td>
<td>234.4</td>
</tr>
<tr>
<td>33</td>
<td>65.3</td>
<td>( 3.114 \times 10^{15} )</td>
<td>( 2.512 \times 10^{9} )</td>
<td>232.7</td>
</tr>
<tr>
<td>34</td>
<td>67.3</td>
<td>( 2.400 \times 10^{15} )</td>
<td>( 1.597 \times 10^{9} )</td>
<td>226.4</td>
</tr>
<tr>
<td>35</td>
<td>69.1</td>
<td>( 1.883 \times 10^{15} )</td>
<td>( 1.016 \times 10^{9} )</td>
<td>216.4</td>
</tr>
<tr>
<td>36</td>
<td>70.9</td>
<td>( 1.450 \times 10^{15} )</td>
<td>( 6.458 \times 10^{8} )</td>
<td>210.8</td>
</tr>
<tr>
<td>37</td>
<td>72.7</td>
<td>( 1.102 \times 10^{15} )</td>
<td>( 4.107 \times 10^{8} )</td>
<td>208.0</td>
</tr>
<tr>
<td>38</td>
<td>74.4</td>
<td>( 8.374 \times 10^{14} )</td>
<td>( 2.612 \times 10^{8} )</td>
<td>205.2</td>
</tr>
<tr>
<td>39</td>
<td>76.1</td>
<td>( 6.367 \times 10^{14} )</td>
<td>( 1.661 \times 10^{8} )</td>
<td>202.4</td>
</tr>
<tr>
<td>40</td>
<td>77.8</td>
<td>( 4.846 \times 10^{14} )</td>
<td>( 1.056 \times 10^{8} )</td>
<td>199.4</td>
</tr>
<tr>
<td>41</td>
<td>79.5</td>
<td>( 3.667 \times 10^{14} )</td>
<td>( 6.717 \times 10^{7} )</td>
<td>197.6</td>
</tr>
</tbody>
</table>

above-top extend with 6.3-km scale-height for air & O3 columns: \( \text{air/}\text{cm}^2 \) \( \text{O}_3/\text{cm}^2 \)
- 2.129E+25 \ 6.985E+18

Table 1c. Scattering properties of Pinatubo and stratus layers

Definitions:
- \( W \) = wavelength (nm)
- \( Q \) = scattering efficiency \( (\text{average of cross-section } / (\pi r^2) ) \)
  - typically \( Q \approx 2 \) for large clouds and large aerosols
  - \( r \) = aerosol size distrib \( N(r) \), index of refraction, wavelength.
- \( K \) = extinction \( (m^2/g) \), the cross-sectional area per gram of material
$$K(\text{m}^2/\text{g}) = \frac{Q}{\left[\frac{4}{3} \times \text{Reff} \times \text{Rho} \times 10^3\right]}$$

- **Reff**: effective radius (microns)
  
  $$\text{Reff} = \frac{\text{Average}[N(r) \times r^3]}{\text{Average}[N(r) \times r^2]}$$

- **Rho**: density of particles (g/cm³)

- **n**: index of refraction

- **OD**: optical depth (column) = column mass (g/m²) * K (m²/g)

- **SSA**: single scattering abledo

- **LG(1:8)**: coefficients of Legendre expansion of scattering phase fn.
  
  Fast-JX uses these first 8 terms to define the scattering.

- **g**: asymmetry factor = LG(2) / 3.

---

**Pinatubo**: OD = 1.0 in layer 10 (86.6 to 64.9 hPa)

---

Stratospheric aerosol composed of 75%-wt H₂SO₄.

- **Rho**: 1.630
- **n**: 1.514 + 0.000i (200 nm)
  
  1.473 + 0.000i (300 nm)
  
  1.459 + 0.000i (400 nm)
  
  1.448 + 0.000i (600 nm)
  
  1.435 + 0.000i (999 nm)

- **Log-normal distribution with R₀ = 0.08 micron & sigma = 0.800**
  
  **check that you are using the right log-normal by deriving Reff**

- **Reff**: 0.386 micron

- **K (600nm)** = 2.610

- **OD (@600nm)** = 1.00 ==> aerosol = 1.00/K = 0.3832 g/m²

---

<table>
<thead>
<tr>
<th>W</th>
<th>Q</th>
<th>SSA</th>
<th>LG(2)</th>
<th>LG(3)</th>
<th>LG(4)</th>
<th>LG(5)</th>
<th>LG(6)</th>
<th>LG(7)</th>
<th>LG(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>2.5935</td>
<td>1.0000</td>
<td>2.092</td>
<td>2.914</td>
<td>2.880</td>
<td>3.295</td>
<td>3.185</td>
<td>3.430</td>
<td>3.379</td>
</tr>
<tr>
<td>300</td>
<td>2.6669</td>
<td>1.0000</td>
<td>2.121</td>
<td>2.861</td>
<td>2.792</td>
<td>2.936</td>
<td>2.733</td>
<td>2.703</td>
<td>2.568</td>
</tr>
<tr>
<td>400</td>
<td>2.5588</td>
<td>1.0000</td>
<td>2.144</td>
<td>2.813</td>
<td>2.711</td>
<td>2.695</td>
<td>2.425</td>
<td>2.257</td>
<td>2.069</td>
</tr>
</tbody>
</table>
Stratus: OD = 20.0 in layer 2 (866 to 649 hPa)

Pure water cloud

Rho = 1.000

n = 1.335 + 0.000i (assumed 200-999 nm)

Deirmendjian Cumulus C1 (Gamma, n(r) = a r**alpha exp[-b r**gamma])

mode radius Rc = 4 microns, alpha=6, b=3/2, gamma = 1

Reff = 6.00 micron

K (600nm) = 0.2668

OD (@600nm) = 20.0 ==> aerosol = 20.0/K = 75.0 g/m2

W Q SSA LG(2) LG(3) LG(4) LG(5) LG(6) LG(7) LG(8)


300 2.0835 1.0000 2.596 3.973 4.725 5.406 6.129 6.751 7.607


600 2.1345 1.0000 2.557 3.902 4.596 5.263 5.923 6.507 7.267

999 2.1922 1.0000 2.499 3.799 4.418 5.081 5.667 6.213 6.851

(fast-JX v61 scatter #08)

Table 2. Standard diagnostics and file names

Ascii tables will be fine given small data sets.

Report J-values at the mid-point of Layers 1 through 40.

File names: PC08_[model name + version if need be]_[PhotoPart#]

Write format: J-title, J-value(1:41) '(a8,1x,41e9.2)'

File Examples:

PC08_UCIref_doc.txt (or .pdf or .doc if need formatting)

UCI old reference code, documentation

PC08_UCI-JX_doc.txt

UCI version of fast-JX, documentation

PC08_UCIref_P1a.txt
UCI-ref results for Part 1 clear, Pinatubo & stratus (see sample below)

UCI-ref results for Part 2 noon, midnight and average

UCI-ref results for Part 3 (J-O3(1d) and J-NO2 only).

--- file: PC08_UCIref_P1a.txt

PhotoComp2008: UCI pratmo P1a '(a8,1x,41e9.2)' ** note that UCIref does not calculate L=1(933) but at surface(1000)

pressure 933.** 750. 562. ...... .0237 .0178 .0133 .0100

J-NO      7.02E-31 6.85E-28 7.42E-25 ...... 4.71E-06 4.91E-06 5.10E-06 5.26E-06

J-O2      1.16E-23 6.49E-22 4.67E-20 ...... 4.80E-09 5.57E-09 6.45E-09 7.51E-09

J-O3      4.55E-04 5.09E-04 5.37E-04

J-O3(1D)  4.84E-05 7.00E-05 8.02E-05

J-H2COa   3.08E-05 4.43E-05 5.22E-05

......

J-Acet-b  4.26E-07 3.94E-07 2.79E-07 ......

Table 3. Standard J-value names.

Please use these abbreviations (if possible in the following order) so that J's can be sorted. For new J's please add with unique name. (available as PC08_J-labels.txt)

Note that for some J's, the branching ratios do not have different cross-sections associated with them and the branching ratios are fixed, hence we report only one J.

For many organics, the quantum yields are complex and have been incorporated into these J's. If you do not calculate one of these, please keep that row in your table with zero or blank values.

1  J-NO      NO     =N+O
2  J-O2      O2     =O+O
3  J-O3      O3     =O+O2 (total = both O(3P) and O(1D))*
4  J-O3(1d)  O3     =O(1D)+O2
5  J-H2COa   H2COa  =H+HCO
6  J-H2COb   H2COb  =H2+CO
713 J-H2O2 H2O2 =OH+OH
714 J-CH3OOH CH3OOH =CH3O+OH
715 J-NO2 NO2 =NO+O
716 J-NO3 NO3 =NO+O2(11.4%) & NO2+O(88.6%)*
717 J-N2O5 N2O5 =NO2+NO3
718 J-HNO2 HONO =OH+NO
719 J-HNO3 HNO3 =OH+NO2
720 J-HNO4 HO2NO2 =OH+NO3
721 J-CINO3a CINO3a =Cl+NO3
722 J-CINO3b CINO3b =ClO+NO2
723 J-CI2 CI2 =Cl+Cl
724 J-HOCI HOCl =OH+Cl
725 J-OClO OClO =O+ClO
726 J-CI2O2 CI2O2 =Cl+Cl+O2
727 J-CIO CIO =Cl+O
728 J-BrO BrO =Br+O
729 J-BrNO3 BrNO3 =Br+NO3(29%) & BrO+NO2(71%)*
730 J-HOBr HOBr =OH+Br
731 J-BrCl BrCl =Br+Cl
732 J-N2O N2O =N2+O
733 J-CFCl3 CFCl3 =... 
734 J-CF2Cl2 CF2Cl2 =... 
735 J-F113 CFClCFCl2=... 
736 J-F114 CF2ClCF2Cl=... 
737 J-F115 CF3CF2Cl=... 
738 J-CFCl4 CFCl4 =... 
739 J-CH3Cl CH3Cl =CH3+Cl
740 J-MeCCL3 CH3Cl3=... 
741 J-CH2Cl2 CH2Cl2 =... 
742 J-CHF2Cl CHF2Cl =... 
743 J-F123 CH3ClCF2=... 
744 J-F141b CH3CFCl2=... 
745 J-F142b CH3CF2Cl=... 
746 J-CH3Br CH3Br =CH3+Br
747 J-H1211 CF2ClBr=... 
748 J-H1301 CF3Br =... 
749 J-H2402 C2F4Br2=... 
750 J-CH2Br2 CH2Br2 =... 
751 J-CHBr3 CHBr3 =... 
752 J-CH3I CH3I =CH3+I
47  J-CF3I   CF3I  =CF3+I
48  J-OCS   OCS  =CO+S
49  J-PAN   CH3C(O)O2NO2 =CH3C(O)O2+NO2(60%) & CH3C(O)+NO3(40%)*
50  J-CH3NO3 CH3ONO2=CH3O+NO2
51  J-ActAld CH3CHO =CH3+HCO
52  J-MeVK  CH3C(O)CH=CH2 =C3H6+CO(60%) & CH2=CHCO+CH3(40%)*
53  J-MeAcr  CH2C(CH3)CHO =CH2=C(CH3)+HCO
54  J-GlyAld HOCH2CHO =HOCH2+HCO
55  J-MEKeto CH3COC2H5 =CH3+C2H5CO(15%) & C2H5+CH3CO(85%)*
56  J-EAld   C2H5CHO =C2H5+HCO
57  J-MGlyxI CH3COCHO =CH3CO+HCO
58  J-Glyxla (CHO)2 =HCO+HCO
59  J-Glyxlb (CHO)2 =H2+CO+CO
60  J-Acet-a C3H6O =CH3CO+CH3
61  J-Acet-b C3H6O =CH3+CH3+CO

* In preliminary comparisons, we have found it best to compare
the total O3 photolysis rate and the rate leading to O(1D),
skipping the O(3P) path. When branching paths with % are
indicated in the table, they indicate the values derived for
fast-JX, please just report the total J-value.
7.1 Introduction

The upper troposphere/lower stratosphere (UTLS) plays a key role in radiative forcing and chemistry-climate coupling (see Shepherd (2007) for a recent review). The UTLS is the region lying between the lower troposphere and the middle stratosphere, from roughly 5 to 22 km altitude. The dynamical, chemical, and radiative properties of the UTLS are in many ways distinct from both the lower troposphere and the middle stratosphere. The coupling between dynamics, chemistry, and radiation is especially strong in the UTLS, controlled by complex processes on
a wide range of spatial and time scales. UTLS processes depend crucially on the distribution of greenhouse gases (GHGs), especially \( \text{O}_3 \) and \( \text{H}_2\text{O} \), as well as aerosols and clouds. Perturbations to the distributions of these atmospheric constituents can lead to direct forcing of surface climate through both radiative and dynamical mechanisms. The extra-tropical tropopause region is an important source of baroclinic instabilities that impact surface weather. In turn, climate change, through changing temperatures and transport patterns, has the potential to affect the chemical composition and structure of the UTLS.

In order to investigate the mechanisms determining the structure of the UTLS and to quantify future changes using CCMs, it is important that CCMs accurately represent the dynamical, radiative, and chemical properties of the UTLS. In this chapter, we present the first comprehensive validation of CCMs in the UTLS, using a wide range of process-oriented model diagnostics. To achieve this goal, new data sets are compiled and analysed in order to test their usefulness in serving as observational references. Many of the diagnostics are based on seasonal cycles, a long-established tool for validating models. Many other diagnostics presented here are used for the first time, and may require further development. The different diagnostics are used to grade model skill, which are summarized at the end of the chapter into a qualitative overall assessment of each model’s performance. Some of the more complex diagnostics are applied only to a subset of the CCMVal-2 models that provided temporally higher-resolved instantaneous chemical and dynamical fields. These evaluations add additional information on key aspects of transport and dynamics in the UTLS, and may be regarded as examples of how future validation efforts could be expanded, but are not at this time comprehensive quantitative metrics of model performance. Some of the analyses are compared to recently published studies using the CCMVal-1 models. Also, past and future trends of key dynamical and chemical quantities are presented at the end of the chapter.

In many cases, a different balance of processes and structures exists in the tropics and at higher latitudes, providing a natural separation between the tropical UTLS, which also contains the Tropical Tropopause Layer (TTL), and the extra-tropical UTLS. We use this distinction as a natural break, but do not neglect the interactions across latitudes, and processes in the subtropics. Table 7.1 provides an overview of the model diagnostics described in this chapter organised according to the key processes the diagnostics are testing for both the tropical and the extra-tropical UTLS.

The different diagnostics are explained in detail in the tropical and extra-tropical UTLS sections, but here a short summary is given:

Tropical UTLS diagnostics: For the tropical UTLS, or Tropical Tropopause Layer (TTL), we focus on several diagnostics of temperature, transport and water vapour. The TTL is the source of almost all stratospheric air, and water vapour in the stratosphere is regulated by tropopause temperatures (Brewer 1949). Tropopause temperature is an important aspect of model representation of the TTL since it has strong implications for the water vapour distribution. Other diagnostics focus on variability in the TTL, both for examining large scale and long term variability in tropopause temperature, as well as intra-seasonal variability and the representation of tropical wave modes in the models. Quantitative grades are reported for diagnostics for water vapour, tropopause temperature and tropopause pressure.

Extra-tropical UTLS diagnostics: For the extra-tropical UTLS, we focus on several diagnostics of dynamics, transport, mixing and variability. The mass flux into the lowermost stratosphere (LMS, see Figure 7.1) from above and the seasonality in LMS mass determine the amount and temporal variability of stratospheric ozone transported into the troposphere, thereby having a crucial impact on the radiative budget of the upper troposphere, but also on tropospheric chemistry. The distributions of radiatively active species such as ozone and water vapour influence temperatures, winds, and dynamics in the extra-tropical UTLS. \( \text{O}_3 \) and \( \text{H}_2\text{O} \) are key in determining the models’ capabilities to represent stratosphere-troposphere coupling accurately. Several diagnostics therefore focus on how well the models represent the dynamical and chemical structure of the extra-tropical UTLS, especially the distributions of temperature, \( \text{O}_3 \) and \( \text{H}_2\text{O} \).

The chapter starts with a description of the data sets used in the comparisons (Section 7.2), followed by an introduction to the diagnostics used in this chapter (Section 7.3). The main validation exercise is divided into two sections discussing UTLS characteristics of the tropics (Section 7.4) and the extra-tropics (Section 7.5) separately. In Section 7.6, we discuss past and future changes simulated in the models, before we summarize our findings and provide an overall assessment of the models’ performance in the UTLS in Section 7.7.

### 7.2 Description of observational data sets used for CCM validation

High quality measurements in the global UTLS for the use of model validation are difficult to obtain due to major challenges for the available measurement platforms. In situ instruments on balloons or aircraft are challenged by the low pressure and low temperature conditions. Remote sensing techniques used to observe the stratosphere are challenged by saturation of the measured radiances in the
Table 7.1: List of core processes to validate CCMs in the UTLS. Gray highlights the diagnostics that will be used as quantitative metrics for the overall model assessment.

<table>
<thead>
<tr>
<th>Process</th>
<th>Diagnostic Variables</th>
<th>Data</th>
<th>Referencesa</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tropical UTLS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dynamics</td>
<td>Seasonal cycle in CPT(^b)</td>
<td>(T)</td>
<td>NCEP, ERA-40</td>
<td>Eyring et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>TP inversion layer</td>
<td>(T)</td>
<td>GPS</td>
<td>Gettelman et al. (2010)</td>
</tr>
<tr>
<td>Dehydration</td>
<td>Seasonal cycle in (H_2O) above CPT (80 hPa)</td>
<td>(H_2O)</td>
<td>HALOE</td>
<td>Eyring et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>(H_2O – CPT correlations)</td>
<td>(H_2O)</td>
<td>NCEP, ERA-40, HALOE</td>
<td>Gettelman et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>Lagrangian CPT</td>
<td>(u, v, T)</td>
<td>Heating NCEP, ERA-40</td>
<td>Kremser et al. (2009)</td>
</tr>
<tr>
<td>Variability</td>
<td>Interannual CPT anomalies</td>
<td>(T)</td>
<td>NCEP, ERA-40</td>
<td>Gettelman et al. (2009)</td>
</tr>
<tr>
<td></td>
<td>Wave analyses</td>
<td>(T, u, v, OLR)</td>
<td>ERA-40, ERA-Interim, NCEP, NCEP2, JRA25</td>
<td>Wheeler and Kiladis (1999)</td>
</tr>
<tr>
<td>Transport &amp; mixing</td>
<td>(O_3) seasonal cycle (100 hPa)</td>
<td>(O_3)</td>
<td>(O_3)-sondes</td>
<td>Eyring et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>Lagrangian Transport Time</td>
<td>(u, v, T)</td>
<td>Heating NCEP, ERA-40</td>
<td>Kremser et al. (2009)</td>
</tr>
<tr>
<td><strong>Extra-tropical UTLS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dynamics</td>
<td>Zonal mean zonal wind @200 hPa</td>
<td>(u)</td>
<td>ERA-40, NCEP</td>
<td>Hegglin et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>Seasonal cycle in LMS mass</td>
<td>(M)</td>
<td>NCEP</td>
<td>Appenzeller et al. (1996)</td>
</tr>
<tr>
<td></td>
<td>TP pressure anomalies</td>
<td>pressure</td>
<td>ERA-40, NCEP</td>
<td>Gettelman et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>TP inversion layer</td>
<td>(T)</td>
<td>GPS</td>
<td>Birner (2006)</td>
</tr>
<tr>
<td>Transport &amp; mixing</td>
<td>Seasonal cycle in (O_3, HNO_3, H_2O) @100 and 200 hPa</td>
<td>(O_3, HNO_3, H_2O)</td>
<td>MIPS, ACE-FTS, MLS</td>
<td>Logan (1999)</td>
</tr>
<tr>
<td></td>
<td>Meridional tracer gradients @200 hPa</td>
<td>(O_3)</td>
<td>MLS</td>
<td>Shepherd (2002)</td>
</tr>
<tr>
<td></td>
<td>Normalised CO relative to TP</td>
<td>CO</td>
<td>SPURT</td>
<td>Hoor et al. (2004, 2005); Hegglin et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>Vertical profiles in TP coordinates</td>
<td>(H_2O, CO, O_3)</td>
<td>Aircraft, ACE-FTS</td>
<td>Pan et al. (2004, 2007); Tilmes et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>ExTL(^b) depth</td>
<td>(H_2O/O_3)</td>
<td>Aircraft, ACE-FTS</td>
<td>Pan et al. (2007); Hegglin et al. (2009)</td>
</tr>
<tr>
<td>Variability</td>
<td>PDFs of (O_3) variability</td>
<td>(O_3)</td>
<td>MLS</td>
<td>Lee et al. (2010)</td>
</tr>
</tbody>
</table>

\(^a\) Listed references provide information on the diagnostic and/or the observations used for the evaluation

\(^b\) Abbreviations: CPT=cold point temperature; TP=tropopause; OLR=outgoing long-wave radiation; ExTL=extra-tropical tropopause transition layer
UTLS in many commonly used wavelengths. Additional difficulties arise from the small vertical and horizontal length scales found in the chemical and dynamical fields in the UTLS – the result of the large dynamical activity in the tropopause region.

Here, an overview is given of the observational data sets used for the model-measurement comparisons in the UTLS in order to provide critical information about their accuracy, precision, and potential sampling issues. Note that the list below is not a comprehensive compilation of currently available data sets which may be useful for model evaluation in the UTLS.

### 7.2.1 Balloon data

The global radiosonde network provides a comprehensive view of the thermal structure of the UTLS. High vertical resolution radiosondes have provided a wealth of information about TTL structure. However, inhomogeneities in radiosonde records over time often make use of raw records problematic for trend analysis, and care must be taken when trends are analyzed (Seidel and Randel, 2006).

### 7.2.2 Aircraft data

As with balloon measurements, aircraft observations provide mostly high accuracy, high precision, and high resolution data in the UTLS, but may be restricted in their representativeness due to limited sampling in time and space.

Data from various NASA, NSF, and some German aircraft campaigns between 1995 and 2008 have recently been compiled into a high resolution aircraft based UTLS climatology of ozone, CO and H2O (Tilmes et al., 2010). The data set covers a broad altitude range up to 22 km. The spatial coverage ranges over all latitudes in the NH for most of the four seasons, but coverage is predominantly over North America and Europe. The precision and accuracy of the ozone data is ±5%. CO observations taken by different instruments have a precision of < 1% and an accuracy of < 3%. The precision of H2O data is estimated to be < 5% and the accuracy is between 0.3 ppmv and values of 10% depending on the instrument. The aircraft climatology is especially designed to serve as a tool to evaluate the representation of chemistry and transport by CCMs in the UTLS.

A subset of these high-resolution and high-precision observations is used separately in this chapter and stem from the German SPURT aircraft campaign (SPURenstofftransport in der Tropopausenregion, or trace gas transport in the tropopause region). The campaign consisted of 8 deployments distributed seasonally over the course of three years (2001-2003), with a total of 36 flights, each yielding around 2-5 hours of observations. The flights were carried out between around 35°N and 75°N over Europe and reached potential temperature levels between 370 K and 375 K. A campaign overview is given by Engel et al. (2006). The CO measurements used in this study typically showed total uncertainties of 1.5% (Hoor et al., 2004).

Another subset of high-resolution data used separately in this chapter stems from the NASA POLARIS (Photochemistry of Ozone Loss in the Arctic Region in Summer) campaign (Newman et al., 1999). During the campaign, 35 flights were deployed between March and September 1997 using the NASA ER-2 research aircraft from three locations: Moffett Field, California (~37°N), Fairbanks, Alaska (~65°N), and Barbers Point, Hawaii (~21°N). The flights covered a latitude range of approximately 20°N-70°N and a vertical range of 5-18 km. For the O3 and H2O data used in this study, the estimated accuracies are ~3% and 5%, respectively (Profitt and McLaughlin, 1983; Hintsa et al., 1999). The use of these data to characterize the ExTL has been described in Pan et al. (2004; 2007).

### 7.2.3 Satellite data

Recently, satellite instruments have achieved the technological maturity to remotely sound the UTLS from space, offering an unprecedented temporal and spatial coverage of this region. To determine the accuracy and precision of these measurements is the focus of intensive validation efforts. While more data sets will become available in the near future, here we describe only the data from instruments used in this chapter.

**ACE-FTS on SCISAT-1**

The Atmospheric Chemistry Experiment Fourier Transform Spectrometer (ACE-FTS) on Canada’s SCISAT-1 satellite features high resolution (0.02 cm⁻¹) and broad spectral coverage in the infrared (750 to 4400 cm⁻¹) (Boone et al., 2005; Bernath et al., 2005). The instrument has operated since February 2004 in solar occultation mode providing seasonally varying coverage of the globe, with an emphasis on mid-latitudes and the polar regions. Up to 30 occultation events occur per calendar day. The very high signal-to-noise ratio characterizing the ACE-FTS infrared spectra makes it possible to measure more than 30 chemical trace gas species with high accuracy and precision (Clerbaux et al., 2008; Dupuy et al., 2008; Hegglin et al., 2008). The derived overall measurement uncertainties in the observations for the UT and LS were ±9% and ±12% for CO, ±30% and ±18% for H2O, and ±18% and ±8% for O3, respectively (Hegglin et al., 2008). This, together with vertical sampling ranging from about 3 km to less than 1 km in the UTLS, provides the first global view of tracer distributions in the extra-tropical tropopause re-
Aura MLS

The Microwave Limb Sounder (MLS) on the EOS Aura satellite measures millimeter- and submillimeter-wavelength thermal emission from the limb of Earth’s atmosphere (Waters et al., 2006). Aura MLS has data coverage from 82°S to 82°N latitude on every orbit, providing comprehensive information on UTLS tracer distributions. Vertical profiles are measured every 165 km along the suborbital track and have a horizontal resolution of ~200–300 km along-track and ~3–9 km across-track. Vertical resolution of the Aura MLS data is typically ~3–4 km in the lower and middle stratosphere (Livesey et al., 2007). O$_3$ has been used successfully in studies to examine transport in the UTLS, although some biases still exist in the version 2.2 retrieval used in the evaluations presented here. Validation of stratospheric O$_3$ is discussed by Livesey et al. (2008). The MLS v2.2 O$_3$ retrieval has an accuracy of 0.02 ppmv and 0.05 ppmv at 214 hPa and 100 hPa, respectively, and a precision of 0.04 ppmv at both levels.

MIPAS

MIPAS is a limb-viewing Fourier transform emission spectrometer on board Envisat in a sun-synchronous polar orbit. MIPAS covers the mid-infrared spectral region between 685 and 2410 cm$^{-1}$ (Fischer et al., 2008). MIPAS has provided data since 2002 at about 1000 geo-locations per day from pole to pole during day and night. MIPAS covers the atmosphere from the upper troposphere to the mesosphere (6 to 70 km), and provides global distributions of a large number of species. In its original observation set-up from July 2002 to March 2004 it measured one limb radiance profile every 500 km along track with a vertical sampling of 3 km and a spectral resolution of 0.035 cm$^{-1}$. Validation of these data products can be found in Milz et al. (2005, 2009), Wang et al. (2007), and Steck et al. (2007). Since January 2005, the observation set-up has been changed to slightly reduced spectral resolution (0.0625 cm$^{-1}$), but improved vertical (1.5 km) and horizontal along-track (400 km) sampling. Description of these data products can be found in von Clarmann et al. (2009). The accuracy (including contributions of precision and systematic errors) of the MIPAS data has been found to be 9.6% (at 15 km) and 17% (at 10 km) for O$_3$, 4.4% (at 15 km) and 6.0% (at 10 km) for HNO$_3$, and 17.7% (at 20 km) and 8.3% (at 15 km) for H$_2$O, respectively (von Clarmann et al., 2009). All data used within this study have been processed at the Institute for Meteorology and Climate Research (IMK) (von Clarmann et al., 2003).
HALOE

We also use water vapour observations from the Halogen Occultation Experiment (HALOE) on the UARS satellite (Russell III et al., 1993). HALOE H₂O observations have been extensively validated (e.g., Kley et al., 2000). HALOE validation and a 13-year record (1992-2004) gives us high confidence in HALOE performance. The random and systematic errors in HALOE H₂O at 100 hPa are 11% and 28%, and for O₃ 14% and 24%, respectively.

COSMIC

The Global Positioning System (GPS) Radio Occultation (RO) data used in this study were obtained from the COSMIC (Constellation Observing System for Meteorology, Ionosphere, and Climate)/FORMOSAT-3 (Formosa Satellite Mission 3) mission, which is a collaborative project between Taiwan and the United States (Anthes et al., 2008). The mission placed six micro-satellites in different orbits at 700-800 km above the ground. These satellites form a low-orbit constellation that receives signals from US GPS satellites, providing approximately 2500-3000 soundings per day almost evenly distributed over the globe. The mission has a relatively short data record since its mission launch was only in 2006. In this study, we use data between 2006 and 2009.

7.2.4 Meteorological Analyses

Operational meteorological analyses are produced on a daily basis by weather forecast centres. These analyses (or ‘reanalyses’ if they are produced by consistent forecast models over time) are very valuable for model comparison, since they provide complete fields that are closely tied to observations, but with similar space scales and statistics as global models. Here we use analyses from the National Center for Environmental Prediction and National Center for Atmospheric Research (NCEP) described by Kalnay et al. (1996), the NCEP and Department of Energy (NCEP2) described by Kanamitsu et al. (2002), the Japanese Re-Analysis (JRA25) described by Onogi et al. (2007), the European Centre for Medium Range Weather Forecasts (ECMWF) 40 year reanalysis (ERA-40) described by Uppala et al. (2005) and ‘interim’ analysis (ERA-Interim) described by Uppala (2008). For information on the different reanalyses (ERA-40, NCEP, JRA25) the reader is referred to Randel et al. (2002) and references therein. A few distinct caveats common to reanalyses have to be noted. Because of the inhomogeneity of input data, specifically the introduction of significant assimilation of satellite observations starting in the late 1970’s, estimating trends from reanalysis systems is difficult, and in general not scientifically justified across the late-1970’s. Trend analysis since the late-1970’s does usually have utility. We will use these data to estimate ‘observed’ trends in the UTLS. Second, reanalysis systems can have systemic biases. Perhaps most notable as an example is a significant warm bias to NCEP/NCAR reanalysis tropopause temperatures, caused by the selection of assimilated data (Pawson and Fiorino, 1998). Thus, the reanalyses need to be treated with some caution (Randel et al., 2002). For comparison purposes with temperature and the tropopause, we will use the ERA-40 reanalysis, because of their high quality and a relatively long (20 year) record for comparison.

7.3 Metrics and Grading

Metrics are diagnostics with quantitative grading (a ‘grade’) applied, and are used to quantitatively assess model behaviour for some of the diagnostics. For example, mean values of a certain quantity or the amplitude and phase of a seasonal cycle can be used as a metric. We introduce below the two main approaches that were used in this chapter to lead from those metrics to a grading of the models. If a different grading approach is used for a diagnostic, it will be explained in the respective sections. Section 7.7 discusses how these approaches are applied and what values are ‘acceptable’.

7.3.1 Grading of Mean and Correlative Quantities

Some metrics (e.g., in the tropics for the cold point tropopause temperature, water vapor annual cycle and tropopause pressure, and in the extra-tropics for the zonal mean wind) are defined following Douglass et al. (1999) and Waugh and Eyring (2008), with extensions to look at variability. Metrics are based on defining monthly means after spatial averaging. Douglass et al. (1999) define a metric based on mean differences:

$$g_m = \text{max}(0, 1 - \frac{1}{n} \sum_{i=0}^{n} \frac{|\mu_{\text{obs}} - \mu_{\text{mod}}|}{\sigma_{\text{obs}}}).$$

Here, $\mu$ is a monthly mean quantity and $n$, a scaling factor representing a number of standard deviations ($\sigma$), often taken to be 3 (Waugh and Eyring, 2008). We also define a metric based on correlated variability where $\mu'$ are anomalies from a mean quantity $C$ is the linear correlation coefficient:

$$g_c = (\text{Cor}(|\mu'_{\text{mod}}, & \mu'_{\text{obs}}| + 1)/2.$$
month:
\[ g_v = \max(0, 1 - \frac{1}{N} \sum_{i=0}^{n} \sigma_{obs} - \sigma_{mod}) \]  (7.3)

A single metric is then the linear combination:
\[ G_{mod} = (g_m + g_c + g_v) / 3. \]  (7.4)

This was found to yield reasonable results and encapsulate more than just the difference in means. The composite grade is designed to better represent uncertainty and forced variability. This partly (but not completely or rigorously) addresses shortcomings in the application of metrics recently identified by Grewe and Sausen (2009).

We have evaluated grades using several different measures of \( \sigma_{obs} \) and \( \mu_{obs} \), and \( \sigma_{mod} \) from different reanalysis systems, or using \( \sigma_{obs} \) and \( \mu_{obs} \) estimated from an ensemble of reanalysis systems. While the quantitative grades do change, the relative grades between models and the spread are robust across the different methods examined. For clarity, we will quantitatively determine model deficiencies with sufficient detail to understand where models perform well and why models do not perform well.

### 7.3.2 Taylor Diagram

Taylor diagrams (Taylor, 2001) are used as an alternative to the above metrics in the extra-tropics and visualise the statistical summary of how well two patterns from a test field \( f \) and a reference field \( r \) match each other in terms of their correlation \( R \), their root-mean-square (RMS) difference \( E' \), and the ratio of their variances \( \sigma_f / \sigma_r \). These quantities can be used to quantify the correctness of phase and amplitude of seasonal cycles, which are often used in model-measurement comparisons.

The ratio between the variances of the test and reference field \( \sigma_f / \sigma_r \) is the normalised variance of the test field and given as the radial coordinate in the Taylor diagram. It therefore corresponds to the distance between \( f \) and the origin of the plot (see Figure 7.2).

The correlation \( R \) is defined by
\[ R = \frac{1}{N} \sum_{n=1}^{N} \left( f_n - \bar{f} \right) \left( r_n - \bar{r} \right) / \sigma_f \sigma_r, \]  (7.5)

and is given as the azimuthal coordinate in the Taylor diagram. In principle, \( R \) could be negative and represented in a Taylor diagram (see Taylor, 2001 for an example). The RMS difference is defined by
\[ E' = \sqrt{\frac{1}{N} \sum_{n=1}^{N} \left( f_n - \bar{f} \right)^2 (1 + R)} \]  (7.6)

and can be determined once the correlation \( R \) and \( \sigma_f / \sigma_r \) are known. Smaller \( E' \) represents a better fit between the test field and the reference field. Taylor diagrams can be used to test various aspects of model performance and to specify the relative skill of many different models (Taylor, 2001) as for example used in the Houghton et al. (2001) or the chemistry transport model inter-comparison by Brunner et al. (2003; 2005). The skill factor (S) can be defined using
\[ S = \frac{4(1 + R)}{(\bar{\sigma}_f + 1/\bar{\sigma}_r)^2 (1 + R)} \]  (7.7)

Here, \( \bar{\sigma}_f \) is the standard deviation of the test field normalised by the standard deviation of the reference field \( \bar{\sigma}_r \). \( R_0 \) is the maximum correlation models can achieve. Choosing \( R_0 < 1 \) allows us to account for uncertainty in the observations or model limitations such as spatial and temporal resolution. The skill approaches unity as the model

![Figure 7.2: A sample Taylor diagram.](image)

Figure 7.2: A sample Taylor diagram. \( f \) indicates the test or model field, and Ref. (or \( r \)) a reference field. The inverse cosine of the correlation \( R \) between the test and reference field (indicated in light blue) determines the location on the azimuthal axis. The radial distance of \( f \) from the origin corresponds to the standard deviation of the test field normalised by the standard deviation of the reference field \( \sigma_f / \sigma_r \), red line). The RMS difference \( E' \) (dark blue line) between test and reference field is proportional to the distance between the two fields on the diagram. Grey thin lines indicate the skill score \( S \) of the test field, which obtains in this example a value of 0.51.
variance approaches the observed variance (i.e., as $\sigma_f \rightarrow 1$) and as $R \rightarrow R_0$.

For another illustrative example of how to read a Taylor diagram see also Hegglin et al. (2010). Finally, Taylor diagrams do not yield information on how close the mean of a given test field is to that of the reference field. Equation 1 is therefore used in addition to the skill to grade the simulated mean value ($g_m$). A single grade for a model is then the linear combination of the skill and the mean:

$$G_{sat} = \frac{(S + g_m)}{2}. \quad (7.8)$$

### 7.4 Results: The Tropical UTLS

The tropical UTLS region is usually known as the Tropical Tropopause Layer (TTL). The TTL is the region in the tropics within which air has characteristics of both the troposphere and the stratosphere. The tropical tropopause layer sets the lower boundary condition for the stratosphere (Brewer, 1949). Representing the TTL correctly in global models is critical for simulating the future of the TTL and its effects on climate and chemistry of the stratosphere.

The TTL is the layer in the tropics between the levels of mean convective outflow and the cold point, about 12–19 km (Gettelman and Forster 2002). The TTL has also been defined as a shallower layer between 15–19 km (Fueglistaler et al., 2009). We will use the deeper definition of the TTL here because we seek to understand not just the stratosphere, but the tropospheric processes that contribute to TTL structure (see below), and it is more representative of the tropical UTLS. The TTL is maintained by the interaction of convective transport, convectively generated waves, radiation, cloud microphysics and the large-scale stratospheric circulation. The TTL is the source region for most air entering the stratosphere, and therefore the chemical boundary conditions of the stratosphere are set in the TTL. Clouds in the TTL, both thin cirrus clouds and convective anvils, have a significant impact on the radiation balance (Gettelman et al., 2004; Corti et al., 2006).

Here we will explore the representation of the TTL in global models, and assess potential changes to the TTL over time in Section 7.6.2.

**Detailed Description of Tropical Diagnostics**

The following diagnostics also have quantitative metrics defined as noted in Section 7.3. We set $n_f = 3 \sigma_f$ threshold for temperature and water vapour, and set the grading threshold ($3\sigma_m$) to 10 hPa for tropopause pressure, because it represents the CCMVal-2 level around the tropopause.

- **Diagnostic 1:** Temperature of the Cold Point Tropopause (Amplitude and Phase of Annual Cycle):
  - It is critical that models reproduce the amplitude and phase of the annual cycle of Temperature at the Cold Point Tropopause (TCPT), the coldest point in a UTLS profile. Because of the non-linearity of the Clausius-Clapeyron equation regulating water vapour saturation, the annual cycle is as important as the annual mean. This is a simplified metric of the true 'Lagrangian Cold Point', which we can examine in only a few models.

- **Diagnostic 2:** Tropopause Pressure: Lapse rate tropopause pressure (PTP) and its interannual variability should reflect the interannual variability in the observations. In particular, responses to major forcing events (e.g., ENSO and volcanoes) should resemble observations. Anomalies of PTP have been shown to be more robust (i.e., there is better agreement between observations) than tropopause temperature (Gettelman et al., 2009). Simulated anomalies can be compared to reanalysis and radiosonde observations. A metric for this diagnostic is the correlation with interannual anomalies and the mean values from reanalysis systems in similar coordinates. A measure of the uncertainty is the variability of the grade of reanalysis systems compared to each other, which gives a sense of the unforced variation between analysis models.

- **Diagnostic 3:** Water vapour above the CPT (80 hPa): In conjunction with the CPT, the water vapour concentration above the CPT is the dominant term in the total hydrogen budget of the stratosphere. Models should simulate appropriately the annual cycle of the water vapour concentration in the lower tropical stratosphere, and its interannual variability.

- **Diagnostic 4:** Ozone in the TTL: Ozone in the TTL is affected by both transport and chemistry. TTL ozone is an important indicator of TTL processes. Models should represent the vertical structure of ozone and its annual cycle. The ozone concentration at a fixed level in the TTL (100 hPa) is used as a proxy for the ozone gradient. Ozone is also radiatively important in the TTL, and thus important for getting the thermal structure correct. Since ozone is chemically produced in the TTL by various processes, it is also an integrated measure of TTL chemistry processes and TTL transport time. Differences in ozone may be due to different chemical processes (for example NOx production by lightning), which may or may not be present in a given model, but this needs to be understood.

**Diagnostics not used as quantitative metrics in the overall model assessment**

These diagnostics are not used as quantitative metrics because they either do not yet have clear and robust quantitative relevance that fits the grading methodology
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(Conditions 5 and 8), or are not produced for a large fraction of the models (Conditions 6 and 7).

- **Diagnostic 5**: H₂O Correlations with TCPT: H₂O at 80 hPa and TCPT can be combined by translating TCPT into water vapour by a saturation vapour mixing ratio. There should be a correlation between H₂O and TCPT. This can also be expressed as the saturation vapour mixing ratio of the CPT (Q_sat(T_CPT)) and the ratio H₂O / Q_sat(T_CPT) should reflect physical mixing processes (e.g., H₂O / Q_sat(T_CPT) > 1 is physically implausible based on observations). Monthly anomalies with a 1 month lag or interannual anomalies can also be compared.

- **Diagnostic 6**: Tropical Waves: The structures seen in transport times, chemistry and water vapour are not just consequences of large-scale processes on zonal or monthly scales. Waves and intra-seasonal variability in the TTL are critical for properly representing structures in the TTL. Here we use detailed high-resolution information to examine intra-seasonal variability and wave modes in a subset of models that provided high temporal frequency output (every 6 hours). Wave activity metrics are defined, but only a few models are analysed.

- **Diagnostic 7**: TTL transport time: The transport time through the TTL is a complex, emergent diagnostic reflecting a mix of transport processes, including large-scale advection by radiation and waves, as well as rapid convective motion in the vertical. Representing the transport time through the TTL is critically important for short-lived species, whose lifetimes are less than a small multiple of the transport time. Several studies have attempted to assess the transport time, and here we will use Lagrangian trajectory studies to estimate transport times from a subset of models with high temporal resolution output to drive a trajectory model, and compare them to similar calculations with a reanalysis system.

- **Diagnostic 8**: Tropopause Inversion Layer: The Tropopause Inversion Layer (TIL) is a layer exhibiting an increase in the static stability that occurs just above the tropopause (Birner, 2006). The TIL provides an integrated look at the dynamical structure of the TTL in the vertical. It not only shows the separation between the stratosphere and troposphere, but also provides insights into the correct dynamical results of convection in the upper troposphere, and transport and dynamics in the lower stratosphere. The static stability structure is sensitive to the radiative balance of the TTL, and hence transport of H₂O and O₃, as well as large-scale dynamics. Here we analyse the TIL in models that provided 3D instantaneous output.

### 7.4.1. Cold Point Tropopause Temperature

The TCPT is analysed from models and reanalyses vertically interpolated to CCMVal-2 levels. This provides a slightly blurred picture of the true cold point relevant for H₂O condensation experienced by a simulated air parcel, but it is a useful baseline for comparisons. The annual cycle of tropical cold point temperature (or cold point tropopause temperature) is illustrated in Figure 7.3 using the REF-B1 CCMVal-2 model fields. In addition to the models, several analysis systems are also shown (ERA-40, NCEP, NCEP2, JRA25, ERA-Interim). All analyses use monthly means interpolated to CCMVal-2 standard levels, so the models and analyses systems are on the same temporal and vertical grids. The gray region is 3 standard deviations (σ) from the ERA-40 observations. In general, almost all models are able to reproduce the annual cycle. There are significant differences between the models, but the monthly averages of 8 models and the multi-model mean are clustered within 3σ of the mean of ERA-40, as seen in the quantitative grades (gₚ) in Figure 7.3. The quantitative metrics of the cold point are based on Equation 7.4. ERA-40 is taken as the base observation for the mean (μ_obs) and the standard deviation (σ_obs). The reanalyses themselves do not all compare well (i.e., score highly) compared to ERA-40, largely due to the warm bias of NCEP, and lack of correlated interannual variability.

The multi-model mean is very close to ERA-40, closer than some other analysis systems. These results are also better than CCMVal-1 models reported by Gettelman et al. (2009). Note that there is general quantitative agreement between the reanalyses, with ‘grades’ (compared to ERA-40) ranging from 0.6-0.8 (Figure 7.3). This is largely due to mean offsets between the analysis systems, the amplitude and phase of the annual cycle are in good agreement. NCEP and NCEP2 have a known warm bias (Pawson and Fiorino, 1998).

Most models do not show strong long-term trends in cold point temperatures, as indicated in Figure 7.4. NCEP and NCEP-2 reanalyses show strong warming, which is not seen in the ERA-40, JRA25 and ERA-Interim analyses, as noted by Zhou et al. (2001). Note that these trends differ from other cooling trends reported from radiosondes (Gettelman and Forster, 2002; Seidel and Randel, 2006). This may be due to the gridding and interpolation to a standard set of vertical levels. Thus, if there is cooling of the cold point, it is not clear that this appears significantly in coarse resolution analyses. However, the lack of agreement among observations highlights the uncertainty in interannual and long-term changes in the TCPT.

Interannual variability is also illustrated in Figure 7.4. Most models show significant warming of the cold point in 1991 of a degree or so, likely associated with the eruption of Mt. Pinatubo. Most models and the multi-mod-
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El Nino Southern Oscillation (ENSO) and the Quasi-Biennial Oscillation (QBO) on the tropical tropopause (Zhou et al., 2001) are not clear in these low vertical resolution analyses. Interannual anomalies are not correlated between models and analyses, or between analyses themselves.

7.4.2 Lapse Rate Tropopause Pressure

The pressure of the lapse rate tropopause (PTP) has been shown to be a more robust metric than the cold point temperature (Gettelman et al., 2009). PTP is more sensitive to increasing thickness (vertically integrated temperature) below, and the temperature response is a more vertically confined. It is easier to get bulk thickness (latent heat release) right than TCPT details. This is evidenced by a high (0.8-0.9 or 1) correlation ($g_c$) among most analysis systems compared to ERA-40 (Figure 7.6). Grades are determined based on Equation (7.4). The meridional structure of tropopause pressure from models and analysis systems is shown in Figure 7.5. The models all broadly reproduce the observed tropopause structure. There are some differences in the pressure of the tropical tropopause, which all analysis systems place at the 90 hPa level (when interpolated to CCMVal levels). Several models shift the tropopause up or down by a level. There are large differences, however, in the diagnosed tropopause at high latitudes, again due to potential shifts by a level or so in the thermal structure. CCMVal-2 levels are noted on Figure 7.5.

Long-term changes in the tropopause pressure from 20°S-20°N are shown in Figure 7.6. There is good agreement between the interannual anomalies of most of the models, as well as trends in tropopause pressure. The simulated variability in models is higher than the observations. Most models and analysis systems show decreases in tropo-
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popause pressure associated with volcanic events, though model variability is larger. In particular, it is too large for CNRM-ACM, which jumps 2 levels (90 to 115 hPa). Metrics for tropopause pressure indicate a high degree of consistency among the analysis systems as noted above. CCMVal models can broadly reproduce trends and variability, but with too much variance.

7.4.3 Transport in the TTL

Lagrangian trajectory studies are established tools for studying transport processes in the tropical tropopause, and in particular the transport from the troposphere to the stratosphere (e.g., Hatsushika and Yamazaki, 2003, Bonazzola and Haynes, 2004, Fueglistaler et al., 2004). Stratospheric water vapour is strongly correlated with the Lagrangian Cold Point (Fueglistaler et al., 2005). We analyse the minimum temperature ($T_{min}$) and TTL residence time of two CCMVal-2 models, CMAM and E39CA and compare them to ERA-40 following the methodology of Kremser et al. (2009). These models provided the necessary instantaneous 6-hourly fields of temperature, winds and heating rates needed to perform the calculation. Two sets of $T_{min}$ calculations were performed using ERA-40. A ‘standard’ calculation used 3D winds, and a diabatic calculation used vertical winds based on heating rates following Wohltmann and Rex (2008). The latter set of calculations (using diabatic calculations) is referred to as the ‘reference’ calculation.

Figure 7.4: Time series of annual mean temperature of the Cold Point Tropopause (TCPT) for 20°S-20°N from models and analyses for 1960-2007. Thin lines are linear fits. Multi-model mean (MMM) is the thick black line.

Figure 7.5: REF-B1 lapse rate tropopause pressure (PTP) annual zonal mean for 1980–1999 from models and analysis systems. Dotted lines represent CCMVal-2 vertical level structure in the UTLS, with levels at 400, 300, 250, 200, 170, 150, 130, 115, 100, 90, 80, 70, 50 hPa.
The trajectories were analysed to determine the geographical distribution of points where individual air masses encounter their minimum temperature \( T_{\text{min}} \) and thus minimum water vapour mixing ratio (referred to as dehydration points) during their ascent through the TTL into the stratosphere. In addition, the residence times of air parcels in the TTL were derived.

For all years analysed, both CCMs have a warm bias in the temperatures of the dehydration points of about 6 K (E39CA) and 8 K (CMAM) in NH winter, and about 2 K (E39CA) and 4 K (CMAM) in NH summer compared to the ERA-40 reference calculation. This is not the same as the temperature bias in the models (Figure 7.3). The Eulerian mean tropical \( T \) is about 3 K low for E39CA and 1 K high for CMAM. Thus, the overall degree of dehydration during transport of air into the stratosphere should be significantly too low, a known shortcoming of simulations with CCMs (Eyring et al., 2006). The reasons for the warm bias are probably deficiencies in transport, given differences from the model Eulerian TCPT.

Figure 7.7 shows that the overall geographical distribution of dehydration points in the simulation based on ERA-40 data are fairly well reproduced by both CCMs in NH winter 1995-1996. This suggests that the geographical distribution of dehydration points in winter is fairly robust. A closer look at the figure reveals that in E39CA, the region of the main water vapour flux is shifted eastwards compared to ERA-40 and the model shows excessive water vapour transport through warm regions over Africa. The CMAM model compares very well with the reference calculations, and if anything slightly overestimates the water vapour transport over the warm regions of South America. These overestimates in warm regions, however, are sufficient to create a significant warm bias to the Lagrangian cold point estimates.

In NH summer for 1996, the reference calculations show that the water vapour transport into the stratosphere is clearly dominated by the Indian monsoon and downwind regions (not shown), similar to Fueglistaler et al. (2005). This result is largely reproduced by the CMAM model, which also reproduces the location of this feature nicely. But the water vapour flux through the warm region over Africa is overestimated. In E39CA, the impact of the Indian monsoon is not well reproduced, and dehydration...
in NH summer for 1996 occurs mostly over the central Pacific rather than over India and the westernmost Pacific.

The residence times in the upper part of the TTL ($\theta = 385–395$ K) were derived from the trajectory calculations to examine the time scales of transport processes through the TTL. The residence time is a key parameter for chemical transformation of air before it gets into the stratosphere.

Figure 7.8 shows histograms of the probability density function (PDF) of the residence times obtained from the calculations in the upper part of the TTL for NH winter 1995-1996 and NH summer 1996.

Figure 7.8 indicates that on average the reference trajectories stay a few days longer in the upper part of the TTL than the kinematic trajectories, except in NH winter, where the kinematic trajectories calculated with the CMAM data on average stay longer in the TTL than the reference trajectories. In the latter case more kinematic trajectories stay longer than 10 days in the upper part of the TTL than in the reference calculations. The difference between the reference trajectories and the kinematic trajectories is most pronounced based on ERA-40 data, which is consistent with the notion of Schoeberl et al. (2003) that assimilation models tend to produce noisier vertical wind fields than free running GCMs. The most important difference between the different panels is the shape of the PDF. The majority of the reference trajectories reside 9-10 days in the upper TTL before they leave this layer. Only very few air masses pass through this layer in less than 5 days. In contrast, for transport that is based on vertical winds (i.e., the transport in the CCMs) more trajectories reside 0-5 days in this layer than in the reference calculations, in particular the calculations based on E39CA data result in residence times that are shorter than 5 days for the majority of the trajectories. The percentage of kinematic trajectories based on CMAM data that reside longer than 10 days in the upper part of the TTL is higher than in the reference for both NH winter and NH summer. This is a crucial influence on the transport of short-lived chemical species through the TTL. In E39CA, more short-lived compounds should be able to reach the stratosphere chemically unaltered compared to CMAM and the reference calculation.

The seasonal cycle of the residence time (with slower ascent and longer residence times in NH summer) is represented in the reference calculations (solid bars compared to lines). This is expected from the seasonal variation of the Brewer-Dobson circulation. Both CCMs fail to reproduce the seasonal variation of ascent rates through the TTL.

7.4.4 Ozone

The annual cycle of ozone at 100 hPa in the tropics is illustrated in Figure 7.9. The annual cycle of $O_3$ near the tropical tropopause is determined by chemical production, vertical transport, and any mixing with stratospheric air from higher latitudes that contains more ozone. Air with higher ozone is likely to have either (a) ascended more slowly or (b) mixed with more high-latitude air. The seasonal cycle reflects these processes (chemical production and transport). Ozone is compared to the combined and processed NIWA observational data set (Hassler et al.,
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2008), and grades are based on the annual cycle, variance
and anomalies for this data set. Most models reproduce
the phase of the annual cycle of ozone correctly in the
tropics. Two models (UMSLIMCAT and CNRM-ACM)
have a significantly different annual cycle of ozone. Many
models have lower amplitude (and mean), while ULAQ,
UMUKCA-METO and UMUKCA-UCAM have higher
amplitude (and mean), indicating perhaps slow transport
times in the TTL.

7.4.5 Water Vapour

Water vapour in the lower stratosphere is critical for
the chemistry and climate of the stratosphere, affecting
both stratospheric chemistry by regulating total hydrogen
as well as affecting UTLS temperatures through the rada-
tive impact of water vapour (Kley et al., 2000). Thus repro-
ducing the transport of water vapour through the tropical
tropopause is a critical requirement of CCMs in the TTL.
Representing the appropriate relationships between cold
point temperature and water vapour is also critical, as it
requires the appropriate representation of processes that
regulate water vapour, at least at the large scale.

Figure 7.10 presents the annual cycle of water va-
pour from CCMs and HALOE in the lower stratosphere
just above the TTL and the cold point (80 hPa). As pointed
out by Mote et al. (1996), this is the entry point or ‘recording
head’ of the stratospheric ‘tape recorder’ circulation.
The transport associated with this circulation is discussed
in Chapter 5. Here we focus on the entry point. Most mod-
els are able to reproduce the annual cycle of water vapour,
with a minimum in NH spring and a maximum in NH fall
and winter. There is a wide spread in the ‘entry’ value of
water vapour at this level: from 2-6 ppmv, with observa-
tions from HALOE closer to 3-4 ppmv. The uncertainties
in HALOE observations are discussed in detail in Kley et
al. (2000), but are less than ±20% at this level. The shading
indicates 3σ interannual variability, but is similar to this
20% range. These results are slightly better than CCMVal-1
models (Gettelman et al., 2009) due to a tighter cold point
temperature range (Figure 7.3). The multi-model mean
indicates that most models shift the water vapour minimum
at 80hPa 1-2 months too early. The UMUKCA models
fix water vapour in the stratosphere and are not shown. E39CA
has too much H2O, consistent with a Lagrangian CPT higher
than ERA-40 (Section 7.4.3), but CMAM has too little
H2O, despite also having a higher Lagrangian TCPT.

Some models are clearly outside this range, and
some have annual cycles that are shifted more than one
month, indicating potential problems in transport and de-
hydration processes. The outliers include MRI (high H2O),
CNRM-ACM (high H2O), LMDZrepro (low H2O), and
UMETRAC, with virtually no annual cycle (which may be
an analysis or data set problem).

Another method of examining the dehydration pro-
cess is to look at the relationship between cold point tem-
perature and water vapour just above it. This is a broad
way of understanding integrated TTL transport and dehy-
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Figure 7.9: (Above): Annual cycle of tropical (20°S-20°N) ozone mixing ratio from models and observations. Output and observations are from the period 1980-1999. Gray shaded region is 3σ variability from NIWA observational data set (dashed brown line). (Below): Quantitative metrics summary of 100hPa Ozone for mean (GM), correlation (GC), variance (GV) and the average of all three grades (GSUM).

Figure 7.10: (Above): Annual cycle of tropical (20°S-20°N) water vapour at 80 hPa from models and observations. Output from the period 1992-2004. Gray shaded region is 3σ variability from HALOE observations over 1992-2004 (brown dashed line). (Below): Quantitative metrics summary of 80hPa H₂O for mean (GM), correlation (GC), variance (GV) and the average of all three grades (GSUM).
80 hPa to a QSAT of 5.5 ppmv.

TCPT (Figure 7.11) is about 192 K, which corresponds at this relationship, shown in Gettelman in the TTL. This is also clear from Figure 7.10.

Mental transport, variability and/or condensation processes temperatures. This indicates potential problems in fundamental representation of tropical convection and tropical disturbances is crucial even for stratospheric models, since waves help determine the coldest temperatures, and may affect dehydration in the TTL. For example, with the same minimum Qsat in Figure 7.11, larger wave driven temperature variance would reduce H2O. In this section, the wave activity in temperature at 100 hPa in the tropics is presented for five reanalysis data sets (ERA-40, ERA-Interim, JRA25, NCEP/NCAR (NCEP1), and NCEP-DEO AMIP-II (NCEP2)), and for four CCMs that produced high time frequency winds and temperatures (CCSRNIES, CMAM, MRI, and WACCM), using a zonal-wavenumber-frequency spectral analysis.

There exists significant sub-seasonal variability in temperature and other parameters around the tropical tropopause (e.g., Tsuda et al., 1994; Fujiwara et al., 2009). This is due to equatorial waves, intra-seasonal oscillations (ISOs), and other disturbances that are generated by tropical organised convection (e.g., Fujiwara and Takahashi, 2001; Suzuki and Shiotani, 2008). Also, the climatological temperature distribution around the tropical tropopause is in part determined by quasi-stationary disturbances (Highwood and Hoskins, 1998). Therefore, appropriate representation of tropical convection and tropical disturbances is crucial even for stratospheric models, since waves help determine the coldest temperatures, and may affect dehydration in the TTL. For example, with the same minimum Qsat in Figure 7.11, larger wave driven temperature variance would reduce H2O. In this section, the wave activity in temperature at 100 hPa in the tropics is presented for five reanalysis data sets (ERA-40, ERA-Interim, JRA25, NCEP/NCAR (NCEP1), and NCEP-DEO AMIP-II (NCEP2)), and for four CCMs that produced high time frequency winds and temperatures (CCSRNIES, CMAM, MRI, and WACCM), using a zonal-wavenumber-frequency spectral analysis.

All five reanalysis data sets are output four times daily, at a horizontal resolution of 2.5° for ERA-40, NCEP1, and NCEP2, 1.5° for ERA-Interim, and 1.25° for JRA25. CCSRNIES and MRI data are output daily (daily average) at ~2.8° resolution, CMAM data is output four times daily at ~5.6°, and WACCM data is output four times daily at 2.5° by ~1.895°. All data are available for the period between January 1990 and February 2000. All CCM outputs are from the REF-B1 experiment with observed SSTs.

Figures 7.12 and 7.13 show the zonal-wavenumber-frequency spectrum of temperature at 100 hPa within ~15°N to ~15°S for ERA-40, NCEP1, and four CCMs, for symmetric and antisymmetric components, respectively. Analysis is made for several overlapping 92-day segments for all seasons between January 1990 and February 2000. The spectral calculations include a symmetric-antisymmetric decomposition (Wheeler and Kiladis, 1999). The spectrum shown here is normalised by the variance of the original data, and thus the power spectral density is averaged over the latitude region and the period. The background red-noise spectra, against which the statistical significance is evaluated, are estimated for symmetric and antisymmetric components separately (in frequency only) using the auto-regressive-process method (Gilman et al., 1963). Also shown are dispersion curves for theoretical equatorial waves (Matsuno, 1966). Features commonly observed in all data sets are equatorial Kelvin waves (Figure 7.12) and mixed Rossby gravity (MRG) waves (Figure 7.13). ISOs, at frequencies smaller than 0.05 cycle per day, are mostly not statistically significant with respect to the background spectra estimated here; however, the largest power is found in these regions.

Table 7.2 summarizes the activity for equatorial Kelvin waves, MRG waves, and symmetric eastward-moving ISO. For Kelvin waves, the activity is defined as the
Figure 7.12: Zonal-wavenumber-frequency spectrum of temperature at 100 hPa within 15°N-15°S for all seasons between Jan 1990 and Feb 2000 for the symmetric component for ERA-40, NCEP1, CCSRNIES, CMAM, MRI, and WACCM. Contours show the log10 of power spectral density (interval 0.2). Regions where the ratio to the estimated background spectrum is >1.5 are coloured gray. Dotted curves show the wave dispersion relation at equivalent depth, h=8, 70, and 240 m for Kelvin waves (positive wavenumbers) and equatorial Rossby waves (negative wavenumbers). The dispersion relation for meridional-mode-number n=1 inertio-gravity waves with h=8 spans all wavenumbers.
integration of power spectral density in the region, zonal wavenumber, \( s = 1 \) to 10, frequency, \( f = 0.05 \) to 0.5 cycles per day, equivalent depth, \( h = 8 \) to 240 m, and the ratio to the estimated background spectrum \( \geq 1.5 \). For MRG waves, the activity is defined as the integration in the region, \( s = -10 \) to 0, \( f = 0.1 \) to 0.5 cycles per day, \( h = 8 \) to 70
m, and the ratio $\geq 1.5$. For the ISO, the activity is defined as the integration in the region, $s = 1$ to 5, and $f = 0$ to 0.05; the ratio (the statistical significance) is not considered. Thus, the ISO activity shown here is the upper limit. The activity is then divided by the average activity for five reanalysis data sets for each wave/oscillation.

Results indicate that the five reanalysis data sets have very different wave activities. Fujiwara et al. (2009) note that the Kelvin wave amplitudes in the analyses are lower than observed. The Kelvin and MRG wave activities in the ERA reanalyses are 2-3 times greater than those in the NCEP reanalyses; those in JRA25 are close to the average. The ISO activity (the upper limit) is rather similar for the five reanalysis data sets. The wave activities in the four CCMs are generally within the range of those in the reanalysis data. WACCM shows the greatest Kelvin and MRG wave activities, which are comparable to those in the ERA reanalyses. CCSRNIES shows the smallest Kelvin wave activity, and MRI shows the smallest MRG activity. The ISO activity in the CCMs is greater than that in the five reanalysis data sets except for CCSRNIES. Thus the lower range of wave activities is probably too low in these models. The calculation does not explicitly include gravity waves, which may also have significant contributions to temperature variance and dehydration in the TTL.

### 7.4.7 Vertical Thermal Structure

Recent studies using high-resolution radiosonde data have revealed the presence of a temperature inversion layer, typically a few kilometers deep, located right above the tropopause (Birner et al., 2002; Birner, 2006; Bell and Geller, 2008). This so-called “tropopause inversion layer” (TIL) is also characterized by a sharp and strong buoyancy frequency ($N^2 = -g/\theta d\theta/dz$) maximum. The buoyancy frequency is also called the Brunt-Väisälä frequency. The presence of the TIL has been further confirmed by the Global Positional System (GPS) Radio Occultation (RO) data (Randel et al., 2007; Grise et al., 2009); these independent measurements have shown that the TIL is present almost everywhere from the deep tropics to the pole in both hemispheres (Figures 7.14a, d). Although the formation and maintenance mechanisms of the TIL remain to be determined, its presence has potentially important implications for the cross-tropopause exchanges of passive tracers/water vapour and for the dynamical coupling between the stratosphere and troposphere.

The zonal-mean structure of the TIL, simulated by REF-B1 integrations for 9 models with available instantaneous data, is examined and compared with observations. The observed TIL is derived from the COSMIC GPS RO data set (Anthes et al., 2008).

All analyses are performed on the log-pressure coordinate with tropopause pressure ($p_{TRP}$) as a reference level: i.e., $z = H \ln (p/p_{TRP})$ where $H$ is a scale height of 8 km. Note that the conventional log-pressure coordinate uses surface pressure for a reference level. At each model grid point (or GPS RO profile) tropopause pressure is first computed using the WMO definition of lapse-rate tropopause. The instantaneous fields of interest, such as temperature and $N^2$, are then interpolated onto the tropopause-based $z$ coordinate using a log-pressure linear interpolation, and are averaged over longitudes for December-January-February (DJF) and June-July-August (JJA). Resulting seasonally-averaged fields in each model are finally interpolated onto 5-degree interval latitudes to construct multi-model mean fields. The COSMIC data are also binned into 5-degree intervals in latitudes.

The observed TIL is computed using both data at full (or raw) levels (Figure 7.14a, d) and data only at CCMVal-2 standard levels (Figure 7.14b, e). CCMVal-2 UTLS standard levels are shown in Figure 7.5. Degraded observations reduce uncertainties associated with model vertical resolution, and allow a more direct comparison of the simulated TIL with observations.

The analysis results for the average of 9 models are summarized in Figure 7.14 in terms of $N^2$. We first describe the TIL in the observations. As shown in Figures 7.14a, d, sharp maxima of $N^2$, located just above the tropopause ($z = 0$), are distinct in the extra-tropics. They are generally stronger in the summer hemisphere than in the winter hemisphere, but have no hemispheric difference: i.e., the $N^2$ distribution in the NH summer is quantitatively similar to the one in the SH summer. In contrast, the tropical $N^2$ profile is only weakly sensitive to season. This is consistent with previous findings (Randel et al., 2007; Grise et
al., 2009). Figures 7.14b, e show the $N^2$ distribution for degraded GPS RO data. Maximum values of $N^2$ are substantially weakened. In addition, their locations are somewhat higher than those in the raw data. This strong sensitivity is not surprising as both tropopause pressure and temperature, which directly affect the sharpness of the TIL (Bell and Geller, 2008), are underestimated in coarse resolution GPS RO data.

The above results suggest that the CCMVal-2 models may not be able to reproduce a quantitative structure of the observed TIL, simply because of coarse resolution in the vertical. Data to perform the TIL analysis was not available for the two highest vertical resolution models (E39CA and EMAC). The simulated TIL (Figures 7.14c, f) is generally weaker and broader than observed using full resolution data (Figures 7.14a, d). The simulations do look more like estimates from the observations using CCMVal vertical resolution.

![Figure 7.14: Zonally-averaged $N^2 \times 10^4$ as a function of latitudes and log-pressure height on the tropopause based coordinate: (top) COSMIC/FORMOSAT-3 GPS RO data, (middle) COSMIC GPS RO data using only CCMVal-2 standard pressure levels, and (bottom) composite of 9 REF-B1 model integrations. Two seasons are shown separately: (left) December-January-February and (right) June-July-August. Contour intervals are 0.5 s$^{-1}$, and values greater than or equal to 5.5 s$^{-1}$ are shaded. Note that zero in y-axis denotes the location of the tropopause.](image-url)
resolution. (Figures 7.14b, e). Analysis of higher vertical resolution runs from WACCM with 300 m vertical resolution in the UTLS (WACCM-highres) does indicate that at a higher vertical resolution this model has an increased peak $N^2$ near the tropopause in better agreement with GPS RO observations (Figure 7.15, also Figure 7.19).

Figure 7.15 illustrates profiles of $N^2$ from GPS RO observations and simulations in the tropics for 2 seasons from 9 models and WACCM-highres. The CCMVal-2 models under-estimate $N^2$ in the troposphere and misplace the tropical temperature inversion layer. Simulated $N^2$ in the tropical lower stratosphere is also much larger than observed by GPS RO, even at degraded resolution. The difference from observations might be caused by underestimated adiabatic cooling from tropical upwelling and/or radiative cooling associated with lower stratospheric H$_2$O. Note that WACCM-highres has a larger and sharper peak in $N^2$, and the peak is closer to the tropopause than the standard resolution WACCM. In addition, two of the lower vertical resolution models analysed (CCSRNIES and SOCOL) have very broad TIL structures. The discussion on the extra-tropical TIL is continued in Section 7.5.1.4.

7.5 The Extra-tropical UTLS

The extra-tropical UTLS is here defined as the region between the free troposphere (6-8 km) and the upper boundary of the tropically controlled transition region (around 22 km, Rosenlof et al., 1997) as illustrated in Figure 7.1. It includes the Lowermost Stratosphere (LMS), the region between the extra-tropical tropopause and the 380 K potential temperature surface (Holton et al., 1995). One main characteristic of the LMS is that isentropes intersect the tropopause, thereby potentially connecting the troposphere and the stratosphere via rapid adiabatic motion. The slower diabatic circulation is predominantly downward in the LMS, which on its own would transport aged stratospheric air into this region. However, meridional mixing from the tropical UTLS transports younger air masses to mid- and high latitudes and ‘rejuvenates’ air as it slowly descends into the LMS (Rosenlof et al., 1997; Bregman et al., 2000; Hegglin and Shepherd, 2007), an effect quantified by Hoor et al. (2005) and Bönisch et al. (2009) based on SPURT aircraft data, and Levine et al. (2007, 2008) using operational analyses of the European Centre for Medium-range Weather Forecasts (ECMWF). The lower boundary of the LMS is defined by the tropopause. Distributions of chemical tracers that are affected by transport exhibit strong spatial gradients across the tropopause in a layer of finite depth referred to as the Extra-tropical Tropopause Transition Layer (ExTL) (Fischer et al., 2000; Zahn et al., 2000; Hoor et al., 2002, 2004; Pan et al., 2004). The ExTL is a global feature with increasing depth towards high latitudes, and has been found to be different for different tracers (Hegglin et al., 2009). The ExTL chemical transition has been interpreted as the result of recurrent wave-breaking events, forced by synoptic-scale baroclinic disturbances, which bring tropospheric and stratospheric air masses with very different chemical and radiative characteristics into close proximity (Shepherd, 2007). Indeed, Berthet et al. (2007) found an analogue of the ExTL using large-scale trajectories driven by ECMWF wind fields. Small-scale processes such as three-dimensional turbulence and ultimately molecular diffusion then act to reduce the gradients produced in the tracer fields (Hegglin et al., 2005).

The extra-tropical UTLS is very sensitive to climate change and will cause chemical, radiative and dynamical feedbacks, due to high sensitivity to changes in the UTLS. Changes in the extra-tropical UTLS help determine the stratospheric impact on the troposphere through e.g., the transport of stratospheric ozone into the troposphere or surface UV fluxes. Thus it is important that CCMs are capable

![Figure 7.15: Vertical profiles of $N^2$ in each model and observation in the tropics. (A) DJF, (B) JJA.](image-url)
of resolving chemical and dynamical structures in the extra-tropical UTLS accurately. Here we will investigate the CCMs’ capability to reproduce the complex dynamical and chemical structures of the extra-tropical UTLS. Potential long-term changes in these structures will be investigated in Section 7.6.2.

**Detailed description of the extra-tropical UTLS metrics**

The following diagnostics are used to obtain performance metrics for the CCMs:

- **Diagnostic 1:** The seasonal zonal-mean zonal wind is used to test the models’ realism in representing the latitudinal gradients of the thermal structure.
- **Diagnostic 2:** The seasonal cycle in the LMS mass is a test of the combined radiative-dynamical response to radiative forcing. It can be seen as an integrated measure for the extra-tropical tropopause behaviour, which is a basic measure of the UTLS thermal structure in a model.
- **Diagnostic 3:** The seasonal cycles in O₃, HNO₃, and H₂O at 100 and 200 hPa are used to test the models’ representation of the large-scale transport and mixing properties. This includes the evaluation of the representation of the seasonal relative strength in quasi-horizontal mixing between the tropical latitudes and the extra-tropics, within the tropically controlled transition region (380–420 K, or ~100 hPa) and across the subtropical jet (340–380 K, or ~200 hPa). HNO₃ in addition is a tracer not only influenced by transport, but also by more complex microphysical and chemical processes (a topic that clearly needs to be addressed more thoroughly in the future).
- **Diagnostic 4:** The sharpness of the meridional gradients of long-lived species (here for O₃), where long-lived has to be seen in relation to the transport time scales, is a measure of the chemical distinctiveness of the UTLS in latitude, and therefore for the degree of isolation of different regions such as the tropics and the extra-tropics.
- **Diagnostic 5:** Vertical profiles of normalised CO in potential temperature units relative to the tropopause height allow us to separate between transport across the extra-tropical tropopause on short time scales and transport from the tropics and subtropics on longer time scales. It thereby helps to determine the tropospheric influence on the lowermost stratospheric background. The normalisation ensures that the results are dependent purely on transport and mixing processes, and not on the boundary conditions of CO in the troposphere.
- **Diagnostic 6:** A basic test of the models’ performance in the UTLS region uses annual and seasonal profiles of H₂O, CO, and O₃ in tropopause coordinates at mid-latitudes and northern hemisphere polar regions. This diagnostic is critical for understanding the chemical structure (including sources and sinks) of, and the separation between the UT and LS.

Diagnostics not used in a quantitative way are:

- **Diagnostic 7:** Interannual anomalies in extra-tropical tropopause pressure are a measure of the response of the models to different forcings such as volcanoes, ENSO, etc. The anomalies are related to LMS mass.
- **Diagnostic 8:** The tropopause inversion layer (TIL) is a distinctive feature of the thermal structure of the tropopause, which reflects the balance between radiative and dynamical processes.
- **Diagnostic 9:** The depth of the extra-tropical tropopause transition layer (ExTL) and its location relative to the thermal tropopause are used to diagnose the mixing and transport characteristics of the models in the tropopause region.
- **Diagnostic 10:** Ozone probability density functions are used to test the variability of ozone with respect to the tropopause.

### 7.5.1 Dynamical Structure of the Extra-tropical UTLS

#### 7.5.1.1 Zonal mean wind

The zonal mean zonal wind field is a very common diagnostic and used to validate the representation of the latitudinal thermal structure of the models, and therefore the basic dynamical state of the models’ atmospheres. For this diagnostic, monthly zonal mean wind fields averaged over the period 1979–1999 are compared between the REF-B1 simulations and ERA-40. For further comparison, also NCEP data are included.

**Figure 7.16** and **7.17** (which lists the grade for the mean $g_m$ and the skill $S$ calculated using Equations (7.1) and (7.7), respectively, as well as the total grade $G_{tot}$ calculated using Equation (7.8)) illustrate that the models represent the strength and latitudinal behaviour of the zonal-mean zonal wind in a realistic way. This is to be expected since the models usually tune their gravity wave parameterizations towards getting the observed zonal-mean wind fields correct. ULAQ is the only model that shows clear deficiencies in resolving the latitudinal structure, especially during JJA. This lack of realism is also expressed in the Taylor diagrams by very low (latitude-by-latitude) correlation and skill values, and might be attributable to the very low resolution of the model and its quasi-geostrophic dynamical core. The grades of the mean values of the zonal-mean zonal wind, $g_m$, also reveal that SOCOL-models score slightly
lower than the multi-model mean during both DJF and JJA.

The tight correspondence between NCEP and ERA-40 (the skill of NCEP is 0.98), which is tighter than the model spread, indicates good agreement between the two reanalyses, and that the models may still have room for improvement. For example, several models displace the tropospheric ‘eddy-driven’ jet in the SH summer (DJF) when compared to the observations.

The total grading values ($G_{TOT}$) in Figure 7.17 are averaged and listed in the final grading Figure 7.39.

### 7.5.1.2 Mass of the Lowermost Stratosphere

The seasonal cycle in the LMS mass is a basic test of the combined radiative-dynamical response to radiative forcing and represents an integrated measure for the extratropical tropopause behaviour. Stratospheric mass variations due to seasonal tropopause height variations can contribute to stratosphere-troposphere exchange (Appenzeller et al., 1996). This exchange transports ozone (c.f. Chapter 10) and reactive nitrogen (besides other species) into the troposphere, where it helps determine the tropospheric ozone budget and hence air quality. Here, we test the realism of the seasonal fluctuations in the total LMS mass by comparing them to the NCEP reanalyses using a method similar to the one of Appenzeller et al. (1996). The LMS mass is determined as the fraction of the stratosphere that lies between the thermal tropopause, calculated using the WMO definition, and the 100 hPa pressure surface. The thermal tropopause is derived from monthly zonal mean temperature fields averaged over a time period between 1990 and 1999 using the REF-B1 simulations. The results are shown in Figure 7.18.

In the NH, most models show a very high skill (with values larger than 0.9) in reproducing the amplitude and phase of the seasonal cycle in the LMS mass from the NCEP reanalyses. One exception is LMDZrepro which scores lower with a value of 0.62. LMDZrepro captures the structure of the seasonal evolution (expressed in a seasonal correlation of 0.95), but under-estimates its amplitude (expressed in a normalised standard deviation of 0.5). There are also quite a few models that have difficulty in simulating accurate mean values of the LMS mass as shown in Figure 7.19. UMUKCA-METO and UMUKCA-UCAM show larger LMS mass values, indicating an average tropopause pressure that is too high. CCSRNIES, CNRM-ACM, EMAC, NiwaSOCOL, SOCOL, and ULAQ have smaller LMS mass values than expected, indicating generally too low tropopause pressures. The multi-model mean shows both a good mean value and a high skill comparable to those values obtained by the best performing models AMTRAC3, CMAM, GEOSCCM, and E39CA.

In the SH, the models’ overall performance relative to NCEP is worse than in the NH. The skill based on the correlative metrics lies around 20-40% lower than in the NH for all models, with particular deficiencies for CAM3.5, CCSRNIES, EMAC, GEOSCCM, LMDZrepro, ULAQ, UMSLIMCAT, and WACCM. The Taylor diagram reveals that almost all models exhibit standard deviations that are too large, which shifts them away from the reference point (note the different radial axis scale in the Taylor diagrams Figure 7.18). The following models have major deficiencies in representing the mean values (see Figure 7.19):

\[
\begin{align*}
\text{AMTRAC3} & \quad \text{CAM3.5} \\
\text{CCSRNIES} & \quad \text{CMAM} \\
\text{△CNRM-ACM} & \quad \text{△E39CA} \\
\text{EMAC} & \quad \text{△LMDZrepro} \\
\text{△MRI} & \quad \text{NiwaSOCOL} \\
\text{△SOCOL} & \quad \text{△ULAQ} \\
\text{△UMUKCA-METO} & \quad \text{△UMUKCA-UCAM} \\
\text{△WACCM} & \end{align*}
\]

**Figure 7.16:** Zonal-mean zonal wind (upper panels) and corresponding Taylor diagrams (lower panels) at 200 hPa for DJF (left panels) and JJA (right panels). The brown solid line represents ERA-40 data, the brown dashed line and brown dot diagram NCEP data, and the black solid line and dot the multi-model mean.
CNRM-ACM and the UMUKCA models.

An acceptable total score which is equal to that of the multi-model mean (≥ 0.8) is only reached by E39CA. The difference between the SH and NH can be explained by smaller seasonal variations in the LMS mass in the SH, which is more difficult for the models to capture.

The total grading values (GTOT) obtained in Figure 7.19 for the NH and SH are averaged and listed in the final grading Figure 7.39.

7.5.1.3 Extra-tropical Tropopause pressure

The extra-tropical tropopause pressure is a basic measure of the thermal structure in a model. We here focus on interannual anomalies in tropopause pressure that yield insight into the models’ abilities to respond to forcing of the climate system. The tropopause is calculated using the WMO-definition and averaged over a year and 40°N-60°N and 40°S-60°S, respectively. The analysis is based on monthly mean temperature fields (T3M) from the REF-B1 runs. The models are compared to 5 different analyses, ERA-Interim, ERA-40, NCEP, NCEP2, and JRA25.

![Figure 7.18](image_url) Figure 7.17: Metrics for the zonal-mean zonal wind at 200 hPa for DJF (upper) and JJA (lower). MMM indicates the multi-model mean. GM is calculated using Equation (7.1), SKILL (which is equivalent to S) using Equation (7.7), and GTOT using Equation (7.8).

![Figure 7.18](image_url) Figure 7.18: Seasonal cycle in LMS mass following Appenzeller et al. (1996) (upper panels), and corresponding Taylor diagrams of model performance (lower panels) for NH (left panels) and SH (right panels). Coloured lines, dots and triangles denote models, black solid line and dot the multi-model mean, and brown line and gray shading the NCEP reanalyses ±1σ standard deviation.
Although the models seem to reproduce the seasonal cycle in tropopause pressure well in the NH (which can be argued based on the diagnostic for the LMS mass), they show more problems in representing interannual variability. This can be seen from Figure 7.20. Similar to the evaluation in the tropics, CNRM-ACM has unrealistic interannual variability and low tropopause pressure. CCSRNIES, EMAC, ULAQ and WACCM achieve lowest total scores (not shown) due to both too high/low mean values and smaller correlation with the observed variability structure.

In the SH, the models simulate the interannual variability somewhat better, except CNRM-ACM which has large interannual variability and as in the NH a too low tropopause pressure. CCSRNIES, MRI, ULAQ, and WACCM have a negative bias in the mean tropopause pressure, and ULAQ shows the worst correlative score.

### 7.5.1.4 Extra-tropical Tropopause Inversion Layer

Figure 7.20 shows the $N^2$ profiles at two latitude bands, representing the NH TIL in winter and summer (for discussion of full cross-section see Section 7.4.7). It can be seen that maximum values of simulated $N^2$ are comparable to or larger than those derived from degraded GPS RO data. However, they are always weaker than those computed from full-level GPS RO data unless vertical resolution is sufficiently high (e.g., WACCM-highres). It is also evident that the location of maximum $N^2$ in the CCMVal-2 models is always higher above the tropopause than in observations. These results are consistent with the findings in the tropics (Figure 7.15) and those by Bell and Geller (2008) as discussed in Section 7.4.7.
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It should be emphasized that, although the maximum $N_2$ values of the TIL are somewhat under-estimated, most CCMVal-2 models qualitatively reproduce the seasonal and latitudinal changes observed in the TIL. In fact, the models’ simulated TIL is more realistic than that derived from reanalysis data (Birner et al., 2006). This may be because the reanalysis systems are ingesting data that may cause degradation to the structure, either through errors or through coarse vertical resolution (e.g., satellite temperatures).

7.5.2 Transport and mixing

The chemical structure of the extra-tropical UTLS and its seasonal evolution is determined by the source/sink characteristics of the various species, together with the relative strength of large-scale and small-scale transport and mixing processes. The tracers we focus on in this report ($O_3$, $H_2O$, $HNO_3$, and CO) are relatively long-lived compared to the transport time scales determining their distributions across the extra-tropical UTLS, therefore, the chemical structure of these tracers can be used to validate the underlying transport processes. While large-scale and small-scale mixing processes are hard to disentangle completely, their relative importance is strongly dependent on the sub-region one is considering.

7.5.2.1 Tracer seasonal cycles in the ‘background’ Lowermost Stratosphere

The large-scale Brewer-Dobson Circulation (BDC), driven by (planetary, gravity, and synoptic-scale) wave-drag in the stratosphere, transports aged stratospheric air into the LMS (Logan, 1999). The breaking of synoptic scale waves above the subtropical jet mixes younger tropical air masses with older higher-latitude air masses. The BDC and synoptic-wave transport exhibit a seasonally varying strength, and determines the chemical background composition of the LMS (Hoor et al., 2005; Hegglin and Shepherd, 2007). It is crucial for CCMs to capture the relative strength and seasonality of these processes. This is because they determine the distribution of the radiatively active species $O_3$ and $H_2O$, which through radiative heating can alter temperature distributions and thereby winds in the UTLS, and also determine the monthly input of stratospheric ozone into the troposphere. Lowermost stratospheric background $O_3$ furthermore determines the impact of aircraft emissions on ozone at these altitudes. $H_2O$ plays an important role as precursor of $HO_x$ ($OH + HO_2$) which are the dominant radicals for ozone destruction in the LMS.

The models’ representation of these large-scale transport and mixing processes, with typical time scales of weeks to a couple of months, is evaluated here using the seasonal cycles in $O_3$, $HNO_3$, and $H_2O$ at 100 and 200 hPa for latitude bands between 40° and 60°N/S, respectively. While $O_3$ and $HNO_3$ are expected to yield about the same seasonal cycles since their sources are mostly stratospheric at these levels, $H_2O$ is a tropospheric tracer (since the contribution of $CH_4$ oxidation to total water is small) and gives insight into a possible tropospheric influence as well as the lowest saturation vapour pressure air parcel has experienced. $HNO_3$ is further affected by chemistry and microphysics, which may cause some differences in its seasonal cycle when comparing it to that of $O_3$. The monthly mean zonal-mean tracer fields of the REF-B1 simulations from 2000-2006 are compared to observations obtained by the MIPAS instrument between 2004 and 2008.

The upper two rows in Figures 7.22 and 7.23 show the results for the 100 hPa level with the corresponding Taylor diagrams in the NH and SH, respectively. In the NH, $O_3$ is relatively well represented in all the models despite a tendency to overestimate the mean and the amplitude (i.e., standard deviation) of the seasonal cycle relative to MIPAS observations. Moreover, the Taylor diagram reveals slightly lower correlation values than average for CAM3.5, ULAQ, UMUKCA-UCAM, and WACCM. The seasonal cycle in
Figure 7.22: Seasonal cycles in monthly mean O$_3$, HNO$_3$, and H$_2$O between 40°N and 60°N and corresponding Taylor diagrams at 100 hPa (upper two rows) and 200 hPa (lower two rows) for different models (colour-coded) compared to MIPAS satellite data and their 1σ uncertainty (brown solid lines and gray shading) over the years 2004-2008. For O$_3$, MLS data over the years 2004-2008 (brown dashed lines and dots), and for H$_2$O, ACE-FTS data (brown diamonds) are shown in addition to the MIPAS data. Black lines and dots indicate the multi-model mean.
HNO₃ mostly confirms this behaviour, with the exception of UMUKCA-METO, which exhibits a very low correlation with MIPAS satellite observations. The seasonal cycle in H₂O is similar to that obtained in the tropics at 80 hPa with a several month lag in both models and observations (see Figure 7.10), pointing toward a strong connection between the tropics and the extra-tropics. The performance of the models therefore strongly depends on their ability to represent tropical processes such as dehydration (see Section 7.4.5). Indeed, models that score low in the tropical H₂O diagnostic also score low in this diagnostic. From this, it might be inferred that the slightly too high amplitude in O₃ has its origin in the tropics. This also confirms the finding by Gettelman et al. (2009) that most of the CCMVal-1 models have O₃ in the tropics that increases too quickly at and above the tropopause. This discrepancy is improved.
in the CCMVal-2 models (see section 7.4.4), but several outliers still exist. The seasonal cycles in the SH generally show smaller amplitudes, reflecting the weaker BDC, and also weaker transport within the tropically controlled transition region. The models generally show the same behaviour, however, overestimating the mean O\textsubscript{3} values. In both the NH and SH at 100 hPa, the multi-model mean reaches grades comparable to the better performing models.

The results for the 200 hPa level are shown in the two lower rows in Figures 7.22 and 7.23. At 200 hPa in the NH, the models’ performance seems to decrease compared to the 100 hPa level in almost all the models. The mean values and amplitudes in the O\textsubscript{3} seasonal cycle tend to be lower than those in the observations. The worst scores are obtained by CNRM-ACM, NiwaSOCOL, SOCOL, and UMETRAC, which show too low amplitudes and relatively low correlations in comparison with the MIPAS observations. HNO\textsubscript{3} again shows a consistent behavior with that of O\textsubscript{3} in almost all the models. The generally low mean values in both O\textsubscript{3} and HNO\textsubscript{3} can be explained by too much vertical transport across the extra-tropical tropopause. This is reflected also in too large amplitudes in the H\textsubscript{2}O seasonal cycle (as seen in the Taylor diagrams with the standard deviations on the radial axes). Tropospheric influence seems to be particularly high during late summer and autumn. As the analysis is done on fixed pressure levels, the model biases could in principle stem from biases in the tropopause altitude. However, this seems not to be the case. MRI for example shows a too low tropopause, but too strong mixing, while UMSLIMCAT shows a too high tropopause, but not enough mixing. SOCOL and NiwaSOCOL both are too diffusive, possibly due to their semi-Lagrangian transport scheme.

At 200 hPa in the SH, the observed seasonal cycles of all three tracers show smaller amplitudes than in the NH, similar to the finding on the 100 hPa level. The models’ means and amplitudes (standard deviations) in O\textsubscript{3} and HNO\textsubscript{3} are shifted to smaller values than expected from the observations. For O\textsubscript{3}, the worst model performance is found for CNRM-ACM, the SOCOL-based models, ULAQ and

![Figure 7.24: Meridional gradient in O_3 (ppmv/deg) at 200 hPa and corresponding Taylor diagrams for JJA (upper/left panel) and DJF (lower/right panel). Brown lines indicate MLS data averaged over the years 2004-2008, black thick lines and dots the multi-model mean. The gray region in the top panel indicates 1σ from the observations.](image-url)
UMSLIMCAT. Again, \( \text{H}_2\text{O} \) indicates too strong cross-tropopause transport. Note that there is some evidence that the seasonal cycle in the MIPAS \( \text{H}_2\text{O} \) exhibits too small amplitude. Comparison with the ACE-FTS measurements indicates that MIPAS might be somewhat low especially during summer on the 200 hPa level and in both hemispheres, an issue which is currently under investigation. However, the large noise and standard deviations in the ACE-FTS data imply that the sampling from the ACE-FTS is not sufficient in determining the seasonal cycle in \( \text{H}_2\text{O} \) accurately. Additional measurements with higher (spatial and temporal) resolution will be needed to resolve this issue and to gain more confidence in this metric in the future.

For this diagnostic we derive two grades for the models. One grade is based on the \( \text{O}_3 \) seasonal cycle, and calculated as the average over all mean and skill values obtained for both pressure levels and hemispheres. The other grade is based on the \( \text{H}_2\text{O} \) seasonal cycle, calculated as the average of all skill values obtained for both pressure levels and hemispheres. We do not include the mean for \( \text{H}_2\text{O} \), since the mean is already used as metric in the tropics and we do not expect significant changes due to the \( \text{CH}_4 \) oxidation.

The models’ final grades are shown in Figure 7.39.

### 7.5.2.2 Meridional Tracer Gradients

Useful information on mixing barriers and therefore the degree of isolation and chemical distinctness of different regions such as the tropics and the extra-tropics is provided by the sharpness of meridional gradients of long-lived species. Here we use the meridional gradient in \( \text{O}_3 \) at 200 hPa (which is long-lived in relation to the transport time scales in this region). We use seasonal means for JJA and DJF derived from monthly mean zonal-mean \( \text{O}_3 \) fields (REF-B1 simulations) from all models and compare them to a multi-year seasonal climatology using MLS data (averaged over 2004-2008).

Figure 7.24 shows that the models reproduce the meridional gradients in both seasons (JJA and DJF). Most models are within 1 sigma of the observations (gray). This implies that the models are capable of reproducing the separation between the tropical UT and the extra-tropical LMS. As can be seen in the Taylor diagrams in Figure 7.24 (lower panels) the correlations are mostly higher than 0.9, except for ULAQ and CNRM-ACM, which show correlations between 0.5 and 0.7. There is, however a substantial spread in the models in terms of standard deviations, resulting in somewhat decreased skill (see Figure 7.25). Too low variability is shown by ULAQ, CNRM-ACM, NiwaSOCOL and SOCOL, and too high variability by UMUKCA-METO and UMSLIMCAT, although the latter achieves a very high skill of 0.9 due to a high correlation with the observations.

A relation between this diagnostic and the zonal-mean zonal wind would be expected, as the subtropical jet acts as a barrier to transport, and maintains strong gradients across this region as observed in aircraft observations (Ray et al., 1999). This is indeed the case for ULAQ, which shows low grades for both the zonal-mean zonal wind and for the meridional tracer gradient.

### 7.5.2.3 Normalised Vertical Profiles of CO in Tropopause Coordinates

To evaluate the representation of tropospheric influence on the background LMS in the models, and to separate between transport across the extra-tropical tropopause on short time scales and transport from the tropics and sub-tropics on longer time scales, we use CO with a ~3 month lifetime in the LMS. In the middle stratosphere above \( \theta = 500 \) K, CO is nearly constant, with an observed background value of 10-15 ppbv (Flocke et al., 1999), due to the chemical equilibrium between methane and CO oxidation. Any excess CO must then originate from the troposphere.

To examine the coupling between the LMS and the extra-tropical troposphere, CO was evaluated in tropo-
pause coordinates, expressed in potential temperature units relative to the 2 PVU surface ($d\theta$) as applied to the SPURT data set (Hoor et al., 2004, 2005). Key results from Hoor et al. (2004, 2005) are:

- The coupling to the local troposphere drops below 25% over the lowest 30 K above the tropopause (2 PVU).
- The stronger influence of the sub-tropical troposphere above the extra-tropical tropopause ($d\theta \geq 30$ K) accounts for the background CO in the LMS, which varies with season.

The largest inter-seasonal differences are found when comparing winter/spring to summer/autumn (Hoor et al., 2005).

For CCMVal-2, instantaneous model output for the year 1995 was sampled within the SPURT measurement domain (30°N-80°N, 20°W-10°E). Data were analysed in layers of 30 K relative to the 2 PVU surface (represented by the centred layer means at -15, 15, 45, and 75 K in Figure 7.26). The tropospheric fraction of CO in the stratosphere (CO*) is determined by $CO^* = (CO - CO_{strat}) / (CO_{trop} - CO_{strat})$. The stratospheric CO-background (CO_{strat}) was deduced for each individual model for $\theta = 500-600$ K, for $CO_{trop}$ the layer mean for $d\theta = -30-0$ K was used. Note, that the normalisation accounts for the varying boundary specifications of CO in the models, which would lead to a degradation of the performance in many models if not accounted for. Models that did not provide instantaneous tropospheric CO were not included in the comparison.

Two properties were tested:

1. The abundance of tropospheric tracer CO* between 30 and 60 K above the tropopause as a measure for tropospheric influence.
2. The decreased coupling to the local tropopause in the lowest 30 K above the dynamical tropopause, and at $d\theta = 30-90$ K as represented by the different gradients of CO* in the respective layers.

For the grading, the following properties were used:

1. **W1**: The abundance of CO* in the $d\theta = 30-60$ K layer was compared to the SPURT data. A model was given a grade of 3 if the difference between observations and model was smaller than 1σ of the measured interannual variability, 2 points for σ between 1 and 2σ, 1 point for σ between 2 and 3, and 0 for data outside the 3σ level.
2. **W2**: The vertical gradient of CO* in the $d\theta = 30-90$ K region must be much smaller than it is closer to the tropopause (up to $d\theta = 30$ K) since the decrease in CO* is largest in the lowest layer. Grading was performed by calculating the gradients in CO* between the levels $d\theta = 45$ and 75 K, and $d\theta = -15$ and 15 K, respectively, taking the ratio between these two gradients, and comparing the ratios obtained from models and observations. As in W1, the ratio of the gradient of each model was tested to see if it fell within the uncertainty range of the observed ratio in steps of 1 s.

Thus, high values for both weights indicate a good separation from the extra-tropical troposphere and mainly weak influence from the subtropics (e.g., CAM3.5, CMAM, WACC, EMAC, LMDZrepro, NiwaSOCOL during winter) leading to an unrealistic tropospheric contribution due to overestimation of transport across the extra-tropical TP. SOCOL, ULAQ, and CCSR do perform well in both metrics during summer, but less so during winter.

In general models tend to transport too much tracer into the LMS in winter as indicated by the low values of W1, and the fact that the multi-model mean lies outside of the 1 sigma range of the observations. However, most

Figure 7.26: Profiles of CO* (normalised CO) for winter/spring and summer/autumn in layers of $d\theta = 30$ K and for the different models. The brown solid line and grey shading shows mean CO (±1σ) from SPURT aircraft measurements. The black indicates the multi-model mean.
models capture the separation (i.e., the change of gradient) around $d\theta = 30$K well, as indicated by W2. Thus most models are able to separate between transport across the local tropopause in the extra-tropics and processes involving other time scales and source regions. During summer, when tropospheric influence from the subtropics is higher, the models capture this feature. The high summer values of W2 are a result of weaker differences of the vertical gradient through this enhanced transport from the subtropics accompanied with larger variability in the measurements. Most models therefore tend to get the separation between different regimes in the LMS right within the measurements variability.

The best representation of transport and troposphere-stratosphere coupling is seen in CAM3.5, CMAM, CNRM-ACM, EMAC, UMUKCA-METO and WACCM, whereas LMDZrepro and NiwaSOCOL seem to be too diffusive or too permeable across the tropopause, confirming the results of the previous diagnostic using seasonal cycles.

### 7.5.2.4 Vertical profiles of $O_3$, $H_2O$ and CO relative to the tropopause height

The vertical structure of $O_3$, $H_2O$ and CO across the tropopause is evaluated using profiles in tropopause-referenced relative altitude coordinates (Logan, 1999; Pan et al., 2004, 2007; Hegglin et al., 2006; Considine et al., 2008). Note, that this diagnostic uses absolute values of CO, thereby adding information on the representation of tropospheric CO to the metric of normalised vertical CO profiles discussed in Section 7.5.2.3. In the region of ±5 km around the tropopause, relative altitudes with respect to the tropopause (RALT) are effective coordinates for separating the tracer variability as a result of chemistry and transport from that caused by the variability of the tropopause height. The diagnostic requires instantaneous model output. For consistency with the coverage of the aircraft data, models are evaluated for the years between 1995 and 2005.

The region of analysis is chosen to be that part of the extra-tropics that is not strongly influenced by the subtropical tropopause break and double tropopauses. The selection criterion is a tropopause height of 325 K or below in winter and spring, and 335 K or below in summer and fall. Additional requirements are that no double tropopause is observed and that the latitude is lower than 80°N (Tilmes et al., 2010). The profiles selected are largely within 40°N-80°N. The LS chemical composition of this region, as discussed in Section 7.5, is largely controlled by the downward branch of the BDC in the stratosphere, with seasonally varying contribution from the isentropic mix-

![Figure 7.27: Ozone profiles in RALT for four seasons. The distribution of the aircraft data is represented by 25-75 percentiles (black shading) and the 5 and 95 percentiles (dotted lines). Models are represented as median (colour lines) and the 25 -75 percentiles (error bars).](image-url)
The vertical structure is examined using O₃, H₂O, and CO. The O₃ structure is examined for four seasons. CO and H₂O structures are examined using the annual mean.

**Figure 7.27** shows the ozone profiles in relative altitudes with respect to the tropopause (RALT) for four seasons. Observations show a seasonality of ozone mixing ratios in the LMS, with lower values in fall and winter, and higher values in summer and spring. Figure 7.27 can be compared to Figure 7.22 at two pressure levels. The figures are consistent, but interpretation across coordinates is difficult because the RALT level in Figure 7.27 varies in pressure throughout the year. In general, all models represent the ozone behaviour well, qualitatively. Quantitatively, in most models ozone increases more rapidly above the tropopause compared to the aircraft climatology, a result that is also consistent with the finding of the diagnostic of the seasonal cycle in O₃ at 100 hPa (see Section 7.5.2.1). The comparison is quantified using the metrics defined by Douglass et al. (1999), as described in Section 7.3 with \( n_q \) chosen to be 3. The calculated grades for the UT and LS are given in Figure 7.28.

In general, models agree better with observations in summer, when stratospheric transport processes are weaker compared to other seasons, and photochemical production is more active. Models also do better in the UT in spring. There is a wide spread in model performance during winter and fall.

The annual mean CO and H₂O vertical structures and the grading values are shown in **Figure 7.29**. The UT chemical composition, especially CO, is significantly influenced by the contribution of anthropogenic and fire emissions in the densely populated NH. Most of the models are not representing latitudinal and seasonal variations in CO emissions, resulting in significant deviations between models and observations in UT CO distributions (Figure 7.29, left column), but good agreement is found for the LS in general. The disagreement in the UT was not identified in the previous metric (Section 7.5.2.3) due to the applied normalisation. (The normalisation is designed on purpose to avoid testing the boundary CO condition in the troposphere, and therefore to be able to solely focus on transport and mixing effects.) H₂O is well simulated by the models in both the UT and LS, except for MRI which shows too high values in the LS. The comparison with the ACE-FTS satellite data indicates a good agreement between the two data sets. They agree within their uncertainties. Differences may be due to both, the coarser vertical resolution in the

---

**Figure 7.28:** Grades calculated using simplified metrics (Douglass et al., 1999) for mean ozone values in the upper troposphere (1-4 km below the tropopause) and lower stratosphere (1-5 km above the tropopause) and four seasons.
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satellite data and the smaller regional coverage of aircraft observations.

We use the average over the UT and LS grades of H₂O for each model (shown in lower left of Figure 7.29) in Figure 7.39. We do not use the same composite grade for O₃ and CO, since these two species are strongly influenced by the representation of tropospheric chemistry, which is treated in most models in a simplified way.

7.5.2.5. Structure of the ExTL

The extra-tropical tropopause transition layer (ExTL) is composed of air masses with partly tropospheric, partly stratospheric characteristics. The representation of the ExTL characterizes how well the models reproduce the tropopause as a chemical transport boundary and the sharpness of the barrier. The transition layer depth is examined using tracer correlations between ozone and water vapour (Pan et al., 2007; Hegglin et al., 2009). A stratospheric branch is identified using a fit to a polynomial function of second order to all data points in the LS (~below 20 km) with H₂O < 10 ppmv. Similarly, a tropospheric branch is represented by a linear function derived in fitting all data points with O₃ < 100 ppbv for both observations and models. Mixed air masses are identified as those points outside the 3 sigma range of both the stratospheric branch and the tropospheric branch. The observed transition layer is derived using POLARIS aircraft data, which include measurements in spring, summer and fall (Pan et al., 2007). Results of both model and observations are shown in Figure 7.30 (left) as histograms of the fraction of samples in relative altitudes. Model analyses used output for the same seasons.

Two parameters are used to quantify the comparisons: a) the centre of the transition layer, defined as the centre point of the distribution at the half maximum, b) the width of the layer, defined as the width of distribution at the half maximum. These criteria are influenced by the bin size, which was chosen to be 0.5 km for the observations and 0.5 or 1 km for the models depending on which number is closer to their vertical resolution in the UTLS. A comparison of layer width and centre location is shown in Figure 7.30 (right). The transition layer between UT and LS is well manifested in all models, however in all cases the layer is broader, between 2 and 4 km, compared to 1 km derived from observations. Further, the layer centres in the models are shifted upward ~1 km in most cases. Uncertainties in tropopause location derived from the relatively coarse vertical resolution models may have contributed to the discrepancies, equivalent to an artifact seen when using low resolution radiosonde observations to deduce tropopause heights (Bell and Geller, 2008).

![Figure 7.29](image-url): Top panels as in Figure 7.27 and bottom panels as in Figure 7.28, but for annual means of CO (left) and H₂O (right). Also included in the comparison are the annual means of ACE-FTS data for the year 2007 (brown dashed line in the upper panels, brown triangles in the lower panels). The multi-model mean is indicated with a black solid line or diamond, respectively.
The fact that models have major difficulties to reproduce this diagnostic, might be at least partly attributable to the limited vertical resolution of the models (see also Section 7.5.1.4). Recent satellite observations from the ACE-FTS, which have an effective resolution similar to the CCMs (around 1 km), show indeed a behaviour similar to that of CMAM and CAM3.5, exhibiting a layer width of 2 km and a layer centre at 1 km above the thermal tropopause. The POLARIS data set on the other hand might not be representative of the ExTL depth in a climatological sense.

7.5.5 Variability in UTLS ozone

Correlations between tracers and tropopause heights can be used to examine the tracer sensitivity to tropopause changes in the UTLS and to evaluate transport processes between low latitudes and mid-latitudes related to synoptic waves. Here we provide a representative metric to facilitate evaluating transport and mixing processes in CCMs using conditional probability density functions (PDFs) (Rood et al., 2000) of correlations between ozone and tropopause height at mid-latitudes. Simulations are compared to version (v2.2) of MLS observations between 2004 and 2008.

Whenever tropopause relative altitude is used as the vertical coordinate, it should be kept in mind that a difference in vertical profiles might simply result from time-varying tropopause height levels and consequent changes in reference levels (i.e., zero levels) in the coordinate. In other words, even the same levels in the tropopause-relative-altitude coordinate may contain tracers at different levels of pressure. Our key concern is whether there would be changes in tracer distributions due to the varying tropopause height that would distort the interpretation of changes in distributions due to transport and mixing processes by synoptic waves. To examine the tracer sensitivity

![Figure 7.30: Left panel: Fraction of air parcels within the mixing layer from models (colours) and the multi-model mean (black) for the year 2000, and from POLARIS observations for 1997 between spring and fall (brown). Right panel: Scatter plot between centre and width of the ExTL. See legends Figure 7.27 and 7.28 for colour coding.](image)

![Figure 7.31: Example of probability function maps at NH mid-latitudes (40°N to 50°N) during JJA season showing the relationship of O₃ (x-axis) and tropopause heights (y-axis) for MLS (shaded contour) at five isobaric levels (46.4, 68.1, 100, 146.8 and 215.4 hPa, from top to bottom) and WACCM (coloured lines). Lines indicate the maxima in the MLS (dashed) and model (solid) PDFs at each tropopause height for each pressure level.](image)
of models to the tropopause changes at mid-latitudes, two dimensional correlation maps between simulated tropopause heights and ozone (O$_3$) from REF-B0 CCM simulations at five isobaric surfaces (46.4, 68.1, 100, 146.8 and 215.4 hPa) in the UTLS region are compared to maps with MLS observations. An example is shown for WACCM in Figure 7.31.

At NH mid-latitudes there are distinguishable changes in the observed vertical profiles of O$_3$ by varying tropopause heights during the summer. For higher tropopauses, O$_3$ exhibits lower values throughout the UTLS. The decreased O$_3$ related to increased tropopause heights is largest at 68.1 hPa. When the tropopause height is above 15 km, 68.1 hPa O$_3$ is 50% lower than O$_3$ with a tropopause height below 10 km. Therefore, when tropopause heights are higher, decreased O$_3$ can be commonly found in both MLS and CCMs.

The PDF representation of model/data comparison is entirely qualitative. To provide a quantitative measure of the performance of the CCMs, the simple metric $g$ defined in Douglass et al. (1999), which is similar to Equation (7.1), is applied to this diagnostic. Here we used $n = 5$, thereby expanding the range of acceptable performance (larger difference from observed for a given $g$ value). To calculate $g$, simulated O$_3$ concentrations on the 68 hPa surface were estimated using linear interpolation. Then for each month, we classify all observed and simulated data within a latitude band 40°N-50°N into two groups, for high and low tropopause cases. A tropopause height of > 14 km was used to distinguish tropical air masses from air originating at mid-latitudes. In each group, the average and standard deviation of O$_3$ are calculated. Comparing the difference in each group between MLS and models allows evaluation of models relative to observed data, minimising effects due to different frequency of higher tropopause heights between the real atmosphere and the CCMs. Also the difference in O$_3$ concentrations between the two groups shows the dependence of tracer concentrations on tropopause heights.

Figure 7.32 displays the grades ($g$-values) derived from the differences between the maximum in the O$_3$ PDFs of the models and MLS. In winter, most models show good agreement with MLS except UMUKCA-METO, which shows much higher O$_3$ values (not shown). Overall, models do worse in the summer than winter. The common weakness of the other five models is for high tropopause cases during the summer-time. When the tropopause height is lower than 14 km, models show better agreement with MLS. Therefore, to improve performance of models in the summer, models need to better reproduce O$_3$ when the tropopause is higher.

To examine the dependence of O$_3$ on tropopause height, we calculated mean O$_3$ for low and high tropopause cases separately and subtracted O$_3$ for high tropopause cases from low tropopause cases. The resulting O$_3$ difference

---

**Figure 7.32:** The temporal variation of the obtained grades ($g$ values) on 68 hPa isobaric surfaces at mid-latitude (40°N – 50°N). From top to bottom, $g$ values (calculated after Douglass et al., 1999) for CCSRNIES, CMAM, GEOSCCM, LMDZrepro, UMUKCA-METO and WACCM. In each model, $g$ values for all tropopauses, low tropopauses (≤ 14 km) and high tropopauses (> 14 km) are shown separately.

This annual cycle may be related to stronger wave activity and accompanying mixing in the winter and spring. Simulated O$_3$ is less sensitive to the changes of tropopause heights than in MLS, with smaller simulated O$_3$ differences between low and high tropopause cases than observed. The smaller differences simulated in the models are likely the main reason for discrepancies shown in Figure 7.33 and lower overall performance of models in the summer. This is likely a result of more frequent high tropopause cases at mid-latitudes during summer than in other seasons, which is possibly due to a connection with stronger moist-convective events in this season, which is likely under-estimated by the models.

Conventional inter-comparison tools that simply analyse the difference of values between models and observations do not illuminate model performance related to the synoptic wave activity and accompanying changes in tropopause heights. The sensitivity of O$_3$ at isobaric levels highlights the importance of tropopause heights to simulated tracer distributions at mid-latitudes especially in
Tropical cold point temperature trends for the future REF-B2 runs are illustrated in Figure 7.34. The figure contains multiple ensembles for WACCM and CMAM, illustrating that the trends are quantitatively the same for different ensemble members. There are some large differences in trends in the models. CMAM, UMSLIMCAT, UMUKCA-METO and CNRM seem to have trends that are larger (-10 to -15 hPa per century) than other models (-5 hPa/century). Some of the difference in the trends may be due to the resolution of the models in the TTL. The multi-model mean is about -7 hPa per century. This does not appear directly correlated with stratospheric metrics, such as changes in the strength of the BDC. Note that the TCPT and PTP mechanisms are different, as discussed in Section 7.4.2.

Tropical cold point temperature trends are illustrated for the REF-B1 case in Figure 7.6. Models do not show the cooling over the last 25 years seen in NCEP and NCEP2. However, an analysis of the distribution of the trends in space indicates coherent patterns of warming and cooling: in general the patterns represent alterations to the equatorial Kelvin wave and Rossby wave patterns induced by the change in strength of an equatorial heat source (Gill, 1980). The heat source variations are changes in convection. However, different models put these patterns in different locations in the tropics. The overall picture is one of cooling in some regions balancing warming, for little net trend. This indicates that TCPT patterns respond to changes in tropical deep convection. The confidence in analysis systems might be limited by the sparse input data used for constraining the analysis models in the tropics.

Tropical cold point temperature trends for the future (REF-B2) are illustrated in Figure 7.35. Most models show a slow increase in minimum temperature of 0.5-1.0 K per century. Several models (ULAQ, UMUKCA-METO)
have larger trends. This is consistent with water vapour increases (see below).

There exist no consistent observations of water vapour trends over long periods of time. There are indications of long-term increases in water vapour from a variety of records (Kley et al., 2000), and a significant increase in water vapour in the 1990s observed by HALOE, followed by a sharp, step-change decrease after 2000. The overall trend in HALOE H₂O from 1992-2004 is negative (-0.05ppmv yr⁻¹) and significant at the 99% level. Almost all models also simulate a negative H₂O trend over this period, with the multi-model mean -0.03 ppmv yr⁻¹ (but significant only at the 95% level). Recent changes in water vapour over the last decade or so are broadly consistent with changes in the tropical tropopause temperature (see Section 7.4.5 and Randel et al., 2006).

Future changes in water vapour just above the CPT simulated in the models are illustrated in Figure 7.36. Also illustrated in Figure 7.36 are multiple ensembles from WACCM (3) and CMAM (2), confirming that their trends are different from each other, but consistent across the same model ensemble members. Most model trends are from 0.5-1.0 ppmv per century, or nearly 25%. These trends are affected very little by methane oxidation at 80hPa, so that is unlikely to be a cause of these trends. This is consistent with the magnitude of TCPT trends, and temperature trends of 0.5-1 K per century at 193 K translate into 0.5-1 ppmv per century increase in water vapour. Models with larger temperature trends, or a stronger correlation between water vapour and temperature, appear to indicate larger increases in water vapour. This is true for example of ULAQ (large T increase) and MRI, CNRM-ACM and CCSR-NIES (strong dependence of H₂O on T). UMUKCA-METO is off-scale in Figure 7.11 (no correlation between H₂O and T) so it is not surprising there is no increase in water vapour. SOCOL indicates a large change in water vapour, without a large change in temperature. Note that the UMUKCA models (fixed water vapour) and GEOSCCM (output problem with water vapour) are not included in the analysis of REF-B2. Water vapour trends are also illustrated in Figure 7.37, indicating larger water vapour trends in the upper tropical troposphere at the convective outflow level near 200 hPa.
Radiatively active tracers such as \( \text{H}_2\text{O} \) and \( \text{O}_3 \) exhibit large gradients across the tropopause. The radiative response to changes in these tracers is therefore expected to be highly sensitive to the detailed structure of the trends of \( \text{H}_2\text{O} \) and \( \text{O}_3 \) in the global UTLS. Generally, one expects the trends in absolute (e.g., pressure) coordinates to be affected by tropopause height trends. We will therefore show two sets of trends, in absolute coordinates as well as in tropopause-based coordinates to highlight the sensitivity of trends to the tropopause. Trends are calculated as above, based on the monthly zonal mean output with respect to the tropopause obtained from the T2Mz data.

Figure 7.36: 80 hPa water vapour time series from 20°S-20°N for future REF-B2 scenarios. Thin lines are linear fits. Multi-model mean (MMM) is the thick black line.

Figure 7.37: Trends in \( \text{O}_3 \) (upper panels) and \( \text{H}_2\text{O} \) (lower panels) in pressure (left panels) and tropopause coordinates (right panels). Shading indicates the 95% significance level. For \( \text{H}_2\text{O} \), the calculated trends are significant at the 95% level. Dotted lines in each panel denote the tropopause with the lower line corresponding to the reference period (1960-1980) and the upper line corresponding to the year 2100.
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Figure 7.37 shows the multi-model ensemble of annual mean trends of O₃ (top) and H₂O (bottom) for the period 1960-2100 based on the 9 REF-B2 models with data from 1960-2100. Models included are: CAM3.5, CCSRNIES, CMAM, LMDZrepro, MRI, SOCOL, ULAQ, UMSLIMCAT, and WACCM. The left panels show trends in conventional (absolute) coordinates, whereas the right panels show trends in tropopause-based coordinates. The latter are obtained by first calculating the decadal shift in tropopause pressure followed by shifting the decadal changes of the respective field (O₃ or H₂O) to a reference tropopause pressure. The shift in the tropopause is shown on the panels (with the higher altitude tropopause corresponding to 2100). Here, the average over the period 1960-1980 is used as reference state.

O₃ trends are negative (-2% dec⁻¹) in conventional coordinates in the tropical lower stratosphere. Decreasing O₃ is consistent with a strengthening of the BDC. Moderate increases of around 0.5-1.5% dec⁻¹ are found throughout the upper troposphere and in the extra-tropical lower stratosphere. These results are consistent with Hegglin and Shepherd (2009) and Li et al. (2009) in the tropics and mid-latitudes, but differ in the SH polar regions. In tropopause-based coordinates however the trends are strongly positive above the tropopause in both the tropics and extra-tropics (4-5% dec⁻¹). In the tropics the sign is reversed between conventional and tropopause based coordinates. Ozone decreases due to faster upwelling resulting from an enhanced BDC. Thus O₃ decreases at any given pressure level. This may be a direct result of higher tropical SST (Deckert et al., 2008). However, the gradient of ozone around the tropopause increases as the tropopause moves to higher altitudes, so relative to the tropopause, O₃ increases. This trend is larger than the decrease at fixed altitude/pressure due to the strengthened BDC. In the extra-tropical lower stratosphere both contributions are positive (increasing BDC increases ozone), and are therefore amplified in tropopause-based coordinates.

H₂O exhibits strong positive trends in the upper troposphere from a realistic upper troposphere (UT) base state. The base state has high humidity in tropical convective outflow regions and low humidity in downwelling branches of the Hadley and Walker circulations. In the tropical UT maximum trends of ~9% dec⁻¹ are found around 200 hPa. These trends are likely due to increases in temperature associated with anthropogenic greenhouse gas induced warming. In conventional coordinates one also finds rather strong positive changes throughout the extra-tropical LMS (between 3-5% dec⁻¹). However, these changes in the LMS are in part caused by the upward tropopause trend: in tropopause-based coordinates the strong positive trend in H₂O is largely confined to the upper troposphere whereas stratospheric H₂O shows moderate changes of around 2% dec⁻¹ throughout the global lower stratosphere.

7.6.2 Extra-tropical Tropopause Trends

Trends in the extra-tropical tropopause pressure for future scenarios are shown over the southern (Figure 7.38, left panel) and northern (in Figure 7.38, right panel) polar caps for REF-B2 simulations from 1960-2100. As in the tropics, tropopause pressure is expected to decrease ~20 hPa per century in both hemispheres. The century scale trends are not quantitatively different between hemispheres over the 21st century (about 30hPa for the century). However, it is clear that there are differences in the timing of PTP trends between the hemispheres in Figure 7.38: the trends in the SH polar regions are not steady, but are larger from 1960-2000 and lower (flatter) from 2000-2050. As noted by Son et al. (2009) in comparing IPCC AR5 models with and without ozone depletion, these differences are due to the effects of ozone depletion (1960-2000) and recovery (2000-2050). Note that the overall trend over 140 years is nearly the same in both hemispheres.
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7.7 Summary and Conclusions

7.7.1 Quantitative metrics

Figure 7.39 shows the grading obtained for the key diagnostics presented in this chapter, and provides an overall assessment of how well the models performed in the UTLS. The upper panel depicts the grades for the tropical diagnostics, the lower panel grades for the extra-tropical diagnostics as discussed in the specific sections of this chapter, and in a more qualitative way in Section 7.7.2. The grading methodology does not necessarily define an ‘acceptable’ grade. The different methods may yield different scores. The discussion defines what is an acceptable grade based on the uncertainty in the observations, often using the spread of multiple observation data sets. For some metrics this spread is narrow (e.g., U@200 in Figure 7.17, or PTP in Figure 7.6) while for others there is large uncertainty (e.g., TCPT in Figure 7.6). In general tropical grades > 0.5 are considered acceptable, and grades > 0.6 in the extra-tropics are considered acceptable. This difference might reflect the larger database of observations in the extra-tropics, or simply the choice of diagnostics.

7.7.2 Qualitative Diagnostics Discussion

Tropical Diagnostics

Tropical Cold Point Temperatures: The annual cycle of tropical cold point temperatures is well reproduced by most models, as is the amplitude of the annual cycle. There remain some significant biases between models, with the UMUKCA models having warm temperatures, and CNRM-ACM and CCSRNIES having cold temperatures. CNRM-ACM has too large a response to volcanic perturbations, and SOCOL and NiwaSOCOL are also high in this regard. Most models do not have strong trends in CPT over the historical period. Analysis systems also disagree over the satellite period.

Tropical Tropopause Pressure: Again, most models get the absolute value of tropical tropopause pressure to the right level (about 100 hPa). The UMUKCA models are below this (120hPa), which is likely the reason for their tropopause temperature warm bias. This may be a function of a slightly different vertical structure in the tropopause region. CNRM-ACM and CCSRNIES are slightly higher, as are the SOCOL models, ULAQ and EMAC. Most models do get consistent trends in tropopause pressure. Again, CNRM-ACM has too large a response to volcanic events. In general model variance is higher than observed interannual variance of tropopause pressure. Trends are consistent between models and analysis systems and variability is
highly correlated.

**Tropical Ozone:** 100hPa ozone is generally well reproduced. Most models have less NH summer-time tropical ozone than observations at 100hPa. CNRM-ACM and UMSLIMCAT have the wrong annual cycle. The UMUKCA models are higher throughout the year, as is ULAQ.

**Tropical Water Vapour:** E39CA, CNRM-ACM and MRI are too wet at 80 hPa, and several models (LMDZrepro and EMAC) are too dry, with water vapour below 3 ppmv throughout the year. The annual cycle is not as well reproduced, with many models shifted 1-2 months (or more) early relative to HALOE observations. With respect to the CPT and water vapour correlation, there are 3 models (CCSRNIES, CNRM-ACM and UMETRAC) that are clear outliers: There appears to be more water vapour than the temperatures would permit if transport were occurring similarly to observations. UMUKCA-METO is off-scale due to a very warm CPT.

**Equatorial Wave Activity:** There are huge differences between the analysis systems for the wave diagnostics, and the models examined (CCSRNIES, MRI, CMAM, WACCM) span this range. CCSRNIES appears to have lower wave activity than any of the analysis systems, which are on the low end of observed. Several models have higher ISO activity than the analysis systems (WACCM, CMAM), which is likely similar to observations.

**Extra-tropical Diagnostics**

**Seasonal zonal-mean zonal wind:** Most models perform well in this diagnostic as well, except ULAQ. This might be due to an insufficient horizontal and vertical resolution in this model and its geostrophic dynamical core.

**Seasonal cycle in LMS mass:** Most models represent well the phase and amplitude of the seasonal cycle in LMS mass, but this is not so for the annual mean value in LMS mass. Overall scores are generally higher for the NH than for the SH. Models scoring high are AMTRAC3, CMAM, E39CA, and GEOSCCM. Models which perform the least well are CCSRNIES, CNRM-ACM, and ULAQ. The diagnostic yields insight into the strength and seasonality of the BDC which will affect stratosphere-troposphere exchange and therefore both UT and LS tracer distributions.

**Seasonal cycles in O$_3$, HNO$_3$, and H$_2$O at 100 and 200 hPa:** Most models perform reasonably well for O$_3$ in the NH, however the amplitude is generally a little too high at 100 hPa and too low at 200 hPa. The latter finding indicates that the models exhibit too much transport across the extra-tropical tropopause (in particular CNRM-ACM and the SOCOL-based models). The spread in skill in representing H$_2$O is larger than that in O$_3$, with models doing better at 100 hPa than at 200 hPa. At 200 hPa, strong tropospheric influence causes too large amplitudes. Note, that there exist some observational uncertainties in H$_2$O at the 200 hPa level. Better measurements are needed to gain more confidence in this diagnostic. The spread in skill to represent HNO$_3$ in the SH at 200 hPa is even larger. UMSLIMCAT shows the best representation of HNO$_3$, but most other models have a low correlation with observations and under-estimate the annual cycle amplitude.

**Sharpness of meridional gradients in O$_3$:** The results of this metric are largely consistent with the one from the seasonal cycle in O$_3$ on 200 hPa. Models perform generally well, with some models overestimating (UMSLIMCAT and UMUKCA-METO), and some models (CNRM-ACM and ULAQ) under-estimating the maximum in the gradient.

**Normalised vertical profiles of CO in potential temperature relative to the tropopause height:** Most models perform reasonably well in this diagnostic and are able to separate between transport across the local tropopause in the extra-tropics and processes involving other time scales and source regions, except LMDZrepro, SOCOL, and NiwaSOCOL.

**Vertical profiles of H$_2$O, CO, and O$_3$ in tropopause coordinates:** The models show some difficulties simulating the seasonal mean vertical profiles of the different tracers. Models perform best for H$_2$O, possibly because it is least affected by chemistry. CO is represented very poorly, clearly because most models do not include tropospheric chemistry. However, even models including tropospheric chemistry perform rather poorly in this diagnostic (CAM3.5, EMAC, and ULAQ). The lack of a more sophisticated tropospheric chemistry also causes poor UT O$_3$ distributions.

**Depth of the extra-tropical tropopause transition layer (ExTL):** The models simulated an ExTL that is deeper than observed, and shifted above the thermal tropopause. This might be due to the models’ limited vertical resolution as indicated also by the findings of the study by Bell and Geller (2008). CMAM’s representation of the ExTL is closest to the observations, which is noteworthy since CMAM has a relatively low horizontal resolution compared to other models. The ratio between vertical and horizontal resolution might matter more. Models that show the most difficulties in reproducing the ExTL are SOCOL, UMUKCA-METO, and CNRM-ACM.
due to too diffusive transport schemes. For the ExTL (as well as for the TIL), it seems difficult to find a model measure that can be usefully compared against observations due to the mismatch between the scale of observations and the scale resolved by models.

7.7.3 Qualitative Model Discussion

Summary: In the tropics there are 4 models that score at least 0.5 on all metrics and have consistent transport and trends: CMAM, GEOSCCM, E39CA and WACCM. In the extra-tropics, models that score consistently higher than 0.6 are AMTRAC3, CMAM, EMAC, E39C and UMSLIMCAT. Note however, that the latter two are validated only on a subset of the diagnostics.

AMTRAC3 performs acceptably well on the tropical metrics examined, although slightly lower on TCPT. Summer tropical ozone is a bit low, as with other models. Water vapour annual cycle is shifted a month or two early. In the extra-tropics, AMTRAC3 is one of the better performing models, with scores mostly equal or higher than 0.6.

CAM3.5 shows generally good performance on tropical metrics. The tropical tropopause is slightly high and cold, but the tropical water vapour annual cycle is one of the best despite this. CAM3.5 also performs relatively well on extra-tropical metrics, with the exception of the metrics for the seasonal cycle in H2O, which shows a too large (small) amplitude at 200 (100) hPa, respectively.

CCSRNIES has a tropical tropopause pressure is high and tropopause is cold, yet water vapour is reasonable, implying a different transport than observed. CCSRNIES scores lower on some of the tropical metrics as a result. Tropical 100 hPa ozone is relatively good. In the extra-tropics, CCSRNIES performs relatively well, with the exception of exhibiting a too small mass in both the NH and the SH LMS, and a strong shift in the seasonal cycle of H2O at 100 hPa. The normalised vertical profiles of CO indicate a good separation from the extra-tropical troposphere, but too large transport from the tropical tropopause.

CMAM: Tropical tropopause temperature is well reproduced. CMAM has all tropical metrics over 0.5. However, there are very large trends in tropical tropopause pressure for the REF-B2 simulations. In the extra-tropics, CMAM is one of the best performing models, with scores mostly above 0.6, and it also shows the best representation of the ExTL. CMAM performs less well for HNO3 in the SH.

CNRM-ACM exhibits some significant problems with tropical transport. The tropopause is cold and high, with more water vapour than would be implied by the temperatures. The tropopause response to volcanic events is very large, and the secular trend is also larger than other models due to problems with volcanic aerosol heating. Future trends are also relatively large in water vapour compared to other models, and not consistent with temperatures. Also in the extra-tropics, CNRM-ACM shows major deficiencies in both the dynamical and the transport and mixing diagnostics. Extra-tropical tropopause pressure is too low, which is also reflected in too small values for the LMS mass in both hemispheres. These deficiencies go along with too low HNO3 in the SH, and too high H2O in the NH at 200 hPa.

E39CA performs well on tropical diagnostics with a score of 0.5 on all grades. The tropical tropopause pressure variability is larger than observed, and tropical ozone is lower than observed. In the extra-tropics, E39CA in one of the best scoring models, however some critical diagnostics are missing. E39CA got only one low score of 0.5 for the amplitude in the seasonal cycle of H2O in the NH at 200 hPa, which is too large.

EMAC: The tropical tropopause is colder and higher, resulting in less water vapour in the stratosphere than observed. Transport appears to be correct, though without much of an annual cycle. The seasonal cycle in ozone at 100 hPa is relatively well represented. In the extra-tropics EMAC performs relatively well, especially for the metrics based on the mean O3 values in the UT and LS, the metric for CO in dO3/dz, and the latitudinal O3 gradient.

GEOSCCM tropical metrics are good, with generally all at 0.5 or higher. The tropical tropopause is slightly colder than observed, but with reasonable water vapour just above the tropical tropopause. Water vapour cannot be analysed for the REF-B2 run in the lower stratosphere, due to problems with the REF-B2 run. In the extra-tropics GEOSCCM is one of the better performing models, however, the amplitude in the NH H2O seasonal cycle at 200 hPa of the REF-B1 run is too large indicating too large tropospheric influence.

LMDZrepro exhibits relatively low temperatures and tropical water vapour. The transport and condensation processes appear to be reasonable, but water vapour is low. Ozone is low at 100hPa as well. LMDZrepro performs reasonably well in the extra-tropics, with reasonable seasonal cycle and meridional gradient in O3 at 200 hPa, while the model achieves lower scores in the metrics testing tropospheric influence such as normalised CO in dO3/dz, the ExTL depth, or the seasonal cycle in H2O at 200 hPa.

MRI: The tropical tropopause temperatures are reasona-
ble, but water vapour is higher than the temperatures would imply due to the presence of ice supersaturation. Ozone is also higher than observations at 100hPa. MRI performs reasonably well in the extra-tropics, with intermediate to high scores for the dynamical metrics, but relatively low scores for transport and mixing metrics, in particular those testing \( \text{H}_2\text{O} \).

NiwaSOCOL: The annual cycle of water vapour in the tropics is shifted slightly. The annual cycle of ozone at 100 hPa is very flat (almost no annual cycle), with too much ozone in NH winter. The tropical tropopause is slightly higher than observations (90 hPa), one level up, though the temperatures are reasonable. NiwaSOCOL is one of the lowest performing models in the extra-tropics. Low scores are obtained in the metrics testing the vertical structure of the tracers, indicating too large tropospheric influence. This is also confirmed by the too large amplitude in the seasonal cycle of \( \text{H}_2\text{O} \) and \( \text{O}_3 \) on the 200 hPa level. NiwaSOCOL it scores reasonably well in the dynamical metrics.

SOCOL shows very similar performance to NiwaSOCOL quantitatively and qualitatively in the tropics. It has very large water vapour trends in REF-B2 scenarios, likely due to large trends in tropical tropopause pressure in the 21st century. In the extra-tropics, SOCOL shows similar performance to NiwaSOCOL. The relatively poor performance of NiwaSOCOL and SOCOL in UTLS transport and mixing may stem from the semi-Lagrangian transport scheme, which is known to be overly diffusive. The rather low resolution may enhance the problems due to the transport scheme applied.

ULAQ performs acceptably well on tropical metrics except for ozone. Tropical tropopause variability is large. The 100 hPa Ozone annual cycle is large and ozone concentrations are high. Future trends indicate large tropical tropopause temperature and water vapour towards the end of the 21st century. ULAQ is the lowest performing model in the extra-tropics, with a major problem in simulating the latitudinal structure of the zonal-mean zonal wind at 200 hPa. This deficiency is potentially the reason for a very low score of 0.5 for the meridional gradient in \( \text{O}_3 \). Also, the model scores low in reproducing the seasonal cycle in the LMS mass in the SH. The models very low resolution and the use of a geostrophic dynamical core may be the reason for this behaviour.

UMSLIMCAT: The tropical tropopause pressure is slightly lower in altitude than other models, but tropical tropopause temperatures are reasonable. The annual cycle of tropical water vapour at 80 hPa and ozone at 100 hPa does not have the same phase over the annual cycle as observed, though tropopause temperatures do have the correct phase. This reduces confidence in TTL transport of water vapour and ozone, though minimum temperature and water vapour correlations are reasonable. In the extra-tropics, UMSLIMCAT is among the better performing models. It achieves the highest score in reproducing the seasonal cycle of HNO3 in the SH and also of \( \text{O}_3 \) in the NH at 200 hPa, pointing towards a good representation of chemistry in the model.

UMUKCA-METO has low (120 hPa) tropopause pressure and hence warm CPTs in the tropics. In addition, water vapour has no annual cycle above the cold point, and is low. Tropical water vapour trends in the REF-B2 run seem inconsistent with tropopause temperature trends. Thus there is no correlation between temperature and water vapour. This might be due to errors in processing or the run. In the extra-tropics, UMUKCA-METO is one of the reasonably performing models. Notable deficiencies are a very high LMS mass in both hemispheres, and in the representation of the vertical structure of \( \text{O}_3 \) and \( \text{H}_2\text{O} \), as well as the ExTL depth. The latter is surprising, since the model seems to score highest in the diagnostic testing the CO in \( \delta\theta/\delta\phi \), pointing toward a reasonable stratosphere-troposphere exchange.

UMUKCA-UCAM: In the tropics, UMUKCA-UCAM is similar in performance to UMUKCA-METO. UMUKCA-UCAM has excessive tropical ozone at 100 hPa. Several diagnostics were not performed due to incorrectly formatted data. In the extra-tropics UMUKCA-UCAM is one of the better performing models, although this might be due to the fact that it is missing some diagnostics. As UMUKCA-METO, it shows too high LMS mass in both hemispheres.

WACCM generally has all tropical metrics at or above 0.5. The annual cycle of water vapour is 1-2 months early, but well correlated with temperatures. The 100 hPa ozone annual cycle is a bit flat (less ozone in NH summer). It is one of the best models for CPT. WACCM performs reasonably well in the extra-tropics. The overall model performance is decreased due to a relatively low skill in reproducing the amplitude and phase of the seasonal cycle in \( \text{H}_2\text{O} \) at both 100 and 200 hPa in the NH.

### 7.7.4 Overall Summary

In summary, in the tropical UTLS the models are able to reproduce the climatology of tropopause temperature, pressure, water vapour and ozone, with some common deficiencies. This statement includes both the annual cycle, and interannual anomalies. Interannual anomalies of tropopause pressure are reproduced well. The annual cycle of water vapour in the lower stratosphere is shifted early.
by a month or more in many models. This indicates likely problems with transport, since tropical cold point temperatures appear to have the correct annual cycle. There is still a large spread in tropical CPTs, but this is smaller than in the CCMVal-1 models. This spread yields a significant spread in stratospheric water vapour, but the transport appears consistent in that models with higher water vapour have higher CPTs, with a few exceptions. Lagrangian cold points can differ substantially from the Eulerian cold point, and biases between models and reanalyses differ. Tropical wave variability is reproduced in the few models examined, but there is also a wide spread in reanalyses. The TIL cannot be fully resolved due to the models’ limited vertical resolution. The results, however, improve substantially if the models are compared with coarser resolution versions and absolute vertical profiles. This may be simply due to the length-scales of the observed chemical and dynamical structures, which are much smaller in the tropopause region than in the stratosphere. In particular the fine-scale structure of the TIL and ExTL cannot be fully resolved due to the models’ limited vertical resolution. The results, however, improve substantially if the models are compared with coarser resolution (or degraded) observations. The multi-model mean generally scores higher than any individual model, except for the seasonal cycle of $O_3$ and $H_2O$, meridional gradient in $O_3$, normalised and absolute vertical profiles, and better in metrics focusing on the LS (seasonal cycle of $O_3$ at 100 hPa, meridional gradient in $O_3$, normalised and absolute vertical profiles, and better in metrics focusing on the LS (seasonal cycle of $O_3$ at 100 hPa, meridional gradient in $O_3$, normalised and absolute vertical profiles). This may be simply due to the length-scales of the observed chemical and dynamical structures, which are much smaller in the tropopause region than in the stratosphere. In particular the fine-scale structure of the TIL and ExTL cannot be fully resolved due to the models’ limited vertical resolution. The results, however, improve substantially if the models are compared with coarser resolution (or degraded) observations. The multi-model mean generally scores higher than any individual model, except for the seasonal cycle of $H_2O$. In fact, most models seem to score lower in this latter metric, which is likely due to the uncertainty in the observations. The fact that the multi-model mean scores so well on all diagnostics suggests that there are no significant missing processes in the models, although particular models may have significant deficiencies in the representation of the processes.

These results allow a better understanding of model trends, and raise our confidence in the trends. Decreasing observed tropopause pressure trends are highly correlated with observations, especially in the tropics. Trends in extra-tropical tropopause pressure differ between hemispheres due to ozone depletion and recovery. Observed UTLS trends in tropical tropopause temperature are not consistent between reanalyses. Some models show slight decreases in tropopause temperature (observed in some reanalyses), an encouraging sign. These results provide more confidence in future trends. Trends in multiple ensemble members of individual models are similar to each other. CCMVal-2 models predict decreases in tropopause pressure in the tropics and extra-tropics, with different extra-tropical behaviour between hemispheres due to ozone recovery. Tropical tropopause temperatures are expected to increase slightly ($1$ K per century) with a corresponding consistent increase of 0.5ppmv (about 10-20%) in lower stratospheric water vapour. The magnitude of these trends is consistent across the high performing models.
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8.1 Introduction

Stratospheric ozone is known to vary in response to a number of natural factors, such as the seasonal and the 11-year cycles in solar irradiance, the Quasi-Biennial Oscillation (QBO), El Niño Southern Oscillation (ENSO), variations in transport associated with large-scale circulations (i.e., Brewer-Dobson circulation) and dynamical variability associated with the annular modes. Aerosols from volcanic eruptions can also affect stratospheric ozone, although their effects depend on the background atmospheric composition. Ozone observations have demonstrated variations on a large number of spatial and temporal scales.

To quantify the impact of anthropogenic perturbations to the ozone layer, and to make reliable projections of future ozone abundances, it is necessary to understand and to quantify the underlying natural ozone variations.

The goal of this chapter is to evaluate how well CCMs simulate natural stratospheric ozone variability, based on our current knowledge of the links between ozone variations and natural forcings. Fundamental questions are:

- Do models realistically simulate natural ozone variations?
- Which processes are key in determining natural variability in stratospheric ozone?
- Do models that reproduce natural variations in ozone do so because these key processes are well simulated?

The response to these questions will inform the assessment of whether the models simulate natural ozone variations for the correct reasons.

The relative importance of the different sources of natural variability in stratospheric ozone is assessed here primarily by means of multiple linear regression analyses. When possible, the connection between the sources of natural variability and ozone is addressed by analysing the processes that determine it (see Table 8.1). Systematic inter-comparisons of ozone as simulated by the CCMs, as well as individual model studies, are considered. Evaluation of the CCMVal-2 REF-B1 simulations makes up the core of the assessment, while comparison of CCMVal-2 results with those from CCMVal-1 simulations is carried out when possible.

This chapter aims to synthesize the results of parts A and B of this report with respect to natural ozone variations. Trends related to anthropogenic ozone depletion are considered, in order to address the problem of how natural ozone variations are modelled but the discussion of the effects of these trends is left to Chapter 9.

8.2 Data and Methodology

8.2.1 Data

In the following, a brief description is provided of the key ozone and temperature observations employed to validate and assess the ability of the CCMs to simulate observed variability. To take into account the spread between available observational data sets and individual estimates of measurement errors, several data sets have been used, when possible.

The ground-based zonal mean column ozone data set from Fioletov et al. (2002; ftp://ftp1or.ec.gc.ca/Projects-Campaigns/ZonalMeans/) and the merged satellite column ozone data set (TOMS/SBUV) from the Total Ozone Mapping Spectrometer (TOMS) and Solar Backscatter Ultraviolet 2 (SBUV/2) instruments (Stolarski and Frith, 2006; http://acdb-ext.gsfc.nasa.gov/Data_services/merged/) are used, because together they provide a long-term data set, ranging from 1964 to 2008. To construct the continuous data set, the ground-based data are used where no satellite data are available (1964-1979) and satellite data are employed where available (1980-2008). Gaps in the satellite data are filled with ground-based data (Fioletov et al., 2002). This data set is referred to as “TOMS+gb”. The NIWA combined total column ozone database 1 for the shorter period 1980-2007 (updated from Bodeker et al., 2005) is also employed, hereafter referred to as NIWA-column. The comparison of ground-based, merged satellite data, TOMS/SBUV data as well as the NIWA-column ozone data shows good correspondence between the 5 data sets and maximum differences of +1 to -1% (Fioletov et al., 2002).

Several ozone profile data sets are employed. The Randel&Wu data set (Randel and Wu, 2007; 1979-2005) is based on output from a regression model applied to ozone anomalies from SAGE satellite data (referred to as Randel&Wu or SAGE in the following). The regression model includes a decadal trend (EESC: equivalent effective stratospheric chlorine), the QBO, 11-year solar cycle and an ENSO basis function, which are fitted to SAGE I and II satellite ozone anomalies. The regression output is added to a seasonal mean, zonal mean, vertically resolved ozone climatology (Fortuin and Kelder, 1998). The NIWA-3D data set (1980-2007) is based on satellite (SAGE I and II, POAM II, and III, HALOE) and ozone-sonde profiles where regression constrained interpolation has been used to produce a gap free data set (Hassler et al., 2009). The NIWA-3D data set is similar to the Randel&Wu data set, in the sense that it is also the output of a regression model.

For the seasonal cycle studies of ozone, the Microwave Limb Sounder (MLS) data from the NASA Aura satellite (Waters et al., 2006; Froidevaux et al., 2008) are also em-
Table 8.1: List of diagnostics employed to evaluate the modelling of natural stratospheric ozone variability by the CCMs participating in CCMVal-2.

<table>
<thead>
<tr>
<th>Process</th>
<th>Diagnostic</th>
<th>Variables</th>
<th>Data</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Annual Cycle in Ozone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemistry</td>
<td>Annual cycle at selected locations</td>
<td>$O_3$, $T$</td>
<td>MLS, HALOE</td>
<td>Eyring et al. (2006)</td>
</tr>
<tr>
<td>Chemistry &amp; Dynamics</td>
<td>MLR analysis</td>
<td>$O_3$</td>
<td>NIWA-3D</td>
<td>Bodeker et al. (1998)</td>
</tr>
<tr>
<td></td>
<td>Annual cycle in column ozone</td>
<td>$O_3$ column</td>
<td>NIWA-column</td>
<td>Eyring et al. (2006)</td>
</tr>
<tr>
<td><strong>Interannual Polar Ozone Variability</strong></td>
<td>Monthly standard deviations and climatology</td>
<td>$O_3$ column</td>
<td>NIWA-column</td>
<td></td>
</tr>
<tr>
<td>Dynamics &amp; Transport</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Annular Mode relationship to column ozone</td>
<td>$Z_g$, $O_3$</td>
<td>NCEP/NCAR, NIWA-column</td>
<td>Hu and Tung (2002)</td>
</tr>
<tr>
<td><strong>Solar Cycle in Ozone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dynamics, Chemistry &amp; Radiation</td>
<td>MLR analysis</td>
<td>$T$, $O_3$</td>
<td>ERA-40, SSU, RICH, NIWA-3D, Randel&amp;Wu</td>
<td>Austin et al. (2008)</td>
</tr>
<tr>
<td>Chemistry &amp; Transport</td>
<td>MLR analysis</td>
<td>$O_3$ column</td>
<td>NIWA-column, TOMS+gb</td>
<td>Austin et al. (2008)</td>
</tr>
<tr>
<td>Radiation &amp; Chemistry</td>
<td>MLR analysis</td>
<td>SWHR - Short-wave heating rates</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td><strong>QBO in Ozone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MLR analysis</td>
<td>$O_3$</td>
<td>NIWA-3D, Randel&amp;Wu</td>
<td></td>
</tr>
<tr>
<td>Transport, Dynamics &amp; Chemistry</td>
<td>MLR analysis</td>
<td>$O_3$ column</td>
<td>NIWA-column, SAGE, TOMS+gb</td>
<td></td>
</tr>
<tr>
<td><strong>ENSO Signal in Ozone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dynamics &amp; Transport</td>
<td>MLR analysis</td>
<td>$T$, $O_3$</td>
<td>ERA-40, RICH, NIWA-3D, Randel&amp;Wu ozone</td>
<td>Free and Seidel (2009); Randel et al. (2009b)</td>
</tr>
<tr>
<td></td>
<td>Composite analysis</td>
<td>$T$, $O_3$ column</td>
<td>ERA-40, NIWA-column</td>
<td>Cagnazzo et al. (2009)</td>
</tr>
<tr>
<td><strong>Volcanic Aerosols</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radiation &amp; Chemistry</td>
<td>Composite analysis</td>
<td>$T$, $O_3$ column</td>
<td>ERA-40, NIWA-column, TOMS+gb</td>
<td>Timmreck et al. (2003)</td>
</tr>
<tr>
<td></td>
<td>MLR analysis</td>
<td>$T$</td>
<td>ERA-40, SSU, RICH, NIWA-3D, Randel&amp;Wu</td>
<td></td>
</tr>
<tr>
<td>Chemistry &amp; Transport</td>
<td>Composite analysis</td>
<td>ClO, $O_3$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
ployed. The MLS instrument has made global measurements nearly every day since August 2004 and is therefore ideal for examining the seasonal cycle at various pressure levels. Monthly averaged values of MLS ozone are computed for 6-degree latitude bins. The ozone climatology for the period 1991-2002 from the Halogen Occultation Experiment (HALOE) onboard the Upper Atmosphere Research Satellite (UARS; Russell et al., 1993) is also used. Data after September 2002 have not been included because of the unusual major warming in the Antarctic in 2002, and because the observations have been less frequent since 2002 (Grooß and Russell, 2005).

Various temperature data sets are used: 1) SSU (Stratospheric Sounding Unit) temperature data for the middle and upper stratosphere (Randel et al., 2009a; 1979-2005), 2) the Radiosonde Innovation Composite Homogenization (RICH) data set that uses the ERA-40 reanalysis to identify break points, which are then adjusted using neighboring radiosonde observations in the lower stratosphere and troposphere (Haimberger et al., 2008; http://www.sparc.sunysb.edu/html/updated_temp.html; 1960-2004), and 3) the ERA-40 reanalysis temperature data (Uppala et al., 2004; 1979-2001). The reanalyses are used to allow comparison of similar spatial coverage as in the CCMs, keeping in mind the uncertainties related to possible spurious trends in this data set (for a discussion see e.g., Randel et al., 2009a).

8.2.2 Multiple Linear Regression Analysis

Multiple linear regression (MLR) analyses is a commonly used method to assess the relative contributions of different drivers of variability in geophysical time series, e.g., near global total column ozone (Chapter 3 in WMO, 2007). Here we compare results from an MLR analysis applied to monthly ozone and temperature fields from the REF-B1 simulations of CCMVal-2 with results from an identical analysis of the appropriate observational data sets described above. Although the focus is on sources of natural variability (annual cycle, solar cycle, QBO, ENSO, and volcanoes), a secular term is also required to account for the substantial trend in ozone and temperature over the period examined. For the ozone regression, the secular term is represented by the EESC (equivalent effective stratospheric chlorine), while for the temperature regression, a linear trend is used instead. The MLR analysis is based on the method described in Bodeker et al. (1998, 2001) to model a time dependent variable, e.g., ozone:

\[
y(t) = \beta_{\text{offs}}(N=4) \times \text{offset} + \beta_{\text{EESC}(N=2)} \times \text{EESC}(t) + \beta_{\text{QBO}(N=2)} \times \text{QBO}(t) + \beta_{\text{QBO_or}(N=2)} \times \text{QBO_or}(t) + \beta_{\text{solar}(N=0)} \times \text{solar}(t) + \beta_{\text{ENSO}(N=2)} \times \text{ENSO}(t) + \beta_{\text{Agung}(N=2)} \times \text{Agung}(t) + \beta_{\text{ElChichón}(N=2)} \times \text{ElChichón}(t) + \beta_{\text{Pinatubo}(N=2)} \times \text{Pinatubo}(t) + R(t)_{t=1,n}
\]

The first term in the regression model (\(\beta_{\text{offs}}\) coefficient times the offset basis function) represents a constant offset and, when expanded in a Fourier expansion, represents the mean annual cycle. In this case, with four Fourier pairs (N=4 in the equation above), the annual cycle is modelled as a summation of 12, 6, 4, and 3 month harmonics each of variable phase. All basis functions are de-trended except for the EESC, the trend and volcano basis functions; and the offset is removed from the respective basis functions except for the volcanoes. The sensitivity of the basis functions to different numbers of Fourier pairs was tested. The two Fourier pair expansion for the EESC fit coefficients was chosen to account for the strong seasonal cycle in the effect of EESC on ozone, particularly in the polar regions. For all other basis functions the results are not significantly influenced by changing the number of Fourier expansions of their fit coefficients.

The EESC basis function represents the total halogen loading of the stratosphere effective in ozone depletion, appropriately weighted by the mean age of air (age 3.0 years and width 1.5 years has been selected for the global average investigated here). For most of the CCMs, the EESC has been calculated using the formula suggested by Newman et al. (2007): \(\text{Cl}_2 + 60\text{Br}_2\) (in volume mixing ratio (vmr)) and the global monthly mean values at 50 hPa, and is referred to as effective stratospheric chlorine (ESC) in Eyring et al. (2007). Some CCMs do not provide \(\text{Cl}_2\) and/or \(\text{Br}_2\) and therefore for these CCMs the observed EESC is used (E39CA, NiwaSOCOL, UMUKCA-METO, and UMUKCA-UCAM). The EESC fit coefficient (\(\beta_{\text{EESC}}\)) represents the anthropogenic part of the signal and is not discussed until the Chapter 9. Note that an additional linear trend term for the ozone regression is not included, because it is assumed that all long-term secular changes within the last 50 years are captured by the EESC basis function.

The QBO basis function is specified as the monthly mean 50 hPa zonal wind (except for AMTRAC3 where 10 hPa and UMSLIMCAT where 30 hPa is used) for each individual model realisation. Since the phase of the QBO varies with latitude and altitude a second QBO basis function is included, which is orthogonal to the first, as described by Austin et al. (2008). For the CCMs in Group A of Table 8.4, the QBO basis function is neglected, given their lack of interannual variability in the tropics (see Figure 8.14).

The observed Nino 3.4 sea surface temperature (SST) anomalies are used for the ENSO basis function without a time shift. The F10.7cm radio flux is employed for the 11-year solar cycle basis function. The volcanic aerosol basis functions for Agung, El Chichón and Pinatubo are taken from Bodeker et al. (2001). To account for the autocorrelation in the residuals, an autoregressive model of R (the residual) is used: First a fit to the time series is performed and a residual calculated. Then the autocorrelation coefficient is calculated using Equation 6 in Bodeker et al. (1998) and
used to transform the basis functions and the regression time series. The MLR analysis is then applied a second time and now includes the effects of autocorrelation in the residuals. Uncertainties are expressed as the square root of the sum of the squared diagonal elements of the covariance matrix.

In summary, only the QBO and the EESC basis functions are formed from model output. All the other basis functions are common to the MLR analyses of both the time series from the CCMs and observational data.

In Figure 8.1 the contribution of the various natural as well as anthropogenic contributions to global (60°S-60°N) column ozone variations is shown for the ground-based data set in Dobson units. Figure 8.1 shows that the observed long-term decrease in column ozone is almost completely explained by the trend due to increased atmospheric halogen loading. However, natural variability is not negligible. The annual cycle dominates the natural variability with an amplitude of ~12 DU, followed by the 11-year solar cycle with ~6 DU between solar maximum and solar minimum, the QBO with ~4 DU between maximum QBO easterlies and westerlies, a small component associated with ENSO of ~1 DU, and the volcanic contribution which has distinct and unevenly distributed contributions of up to 6 DU. Note that the residual, especially before the satellite era is relatively large (up to ±5 DU) and we can only speculate that this has to do with the data quality. Also we emphasize that the atmosphere is highly non-linear, so the residual represents to some extent also the failure of a linear regression analysis to account for non-linear processes in the atmosphere.

The results of the MLR analysis are presented in the following Sections (8.3-8.8), together with process oriented studies. For most CCMVal-2 models the whole time series from 1960 to 2004 is considered (although some only provide data up to 2000). Comparisons with observations are also described, employing data for the same time period (1960-2004) or only from the satellite era (1979-2007), as appropriate. In these cases, the sensitivity of the MLR analysis to the selected time period has been tested (but is not shown); unless otherwise stated, the essential results are not substantially affected by the shortened period, although the amplitude of the signal is usually larger.

8.3 Annual Cycle in Ozone

Pronounced variations in stratospheric ozone are caused by annual variations in transport and photochemistry. The transport variations are driven by dynamical processes (Chapters 4 and 5) and can affect ozone either directly or indirectly (through changed transport of ozone-depleting substances). Photochemical production of ozone depends on annual variations in the solar irradiance (Chapters 3 and

![Figure 8.1: Ozone variations for 60°S-60°N in DU estimated from ground-based measurements (Fioletov et al., 2002) and individual components that comprise ozone variations, from 1964 to 2008. From top to bottom: Original data (black) and fitted with a multiple linear regression (MLR) model (red); annual cycle (blue); 11-year solar cycle (red); QBO (purple); ENSO (light blue); residual (grey); and the EESC (red) curve scaled to fit the data from 1964-2008. The residual is the difference between the original and the fitted time series. See text for details on the MLR analysis.](image-url)
8.3.1 Annual cycle at selected locations in the stratosphere

The photochemical time scale for ozone varies seasonally as a function of latitude and pressure. In the lower stratosphere the time scale is long and the seasonal cycle is largely controlled by transport. In the upper stratosphere, the time scale is short and the ozone mixing ratio reflects a near balance between production and loss. Since the time scales for transport and for photochemical processes both vary seasonally, in some parts of the stratosphere both types of process contribute to the stratospheric concentration of ozone. For example, in winter transport processes control the seasonal build-up of ozone through descent at the edge of the vortex and this is then moderated at high latitudes during cold winters by chemical loss associated with polar processes. In summer, transport effects are minimal and the photochemical time scale decreases from several years to 30 days or less, producing a summer minimum that varies little from year to year.

In Figure 8.2 the annual cycle in ozone mixing ratios simulated by 16 CCMs is compared with MLS observations. At 1 hPa the time evolution of monthly-mean, zonal-mean ozone is shown at 40°S, the Equator and 40°N. At 46 hPa corresponding plots are shown for 72°S, the Equator, and 72°N. Four separate years of MLS observations are shown in the SH and equatorial plots (January 2005-December 2008) and three years (July 2005-June 2008) are shown in the NH; the NH observations are phase shifted to align the seasons with those of the SH observations. From the models, only a single year’s annual cycle is shown, taken from the early 2000s for consistency with the data. Examination of up to an additional 10 years per model (not shown) has demonstrated that the comparisons are representative. The annual mean has been subtracted in all figures to emphasize the seasonal variation in both observations and simulations.

Although the ozone column is dominated by mixing ratios in the lower stratosphere and hence its annual cycle is barely affected by the evolution of upper stratosphere

![Figure 8.2](image-url)
mixing ratios, a comparison at 1 hPa provides a simple check on the performance of the photochemical schemes implemented in the various models (see also the more detailed comparison of photochemical schemes in Chapter 6). The simulated annual cycle at both 40°S and 40°N generally approximates the MLS data. The simulated annual cycle in temperature also agrees with observations (Figure S8.1 in the supplementary material), so this comparison verifies the simulated sensitivity to temperature. A positive anomaly in the SH during May and June in the MLS data is not reproduced by any model. A similar (negative) feature in temperature mirrors this anomaly. In the tropics, a small semi-annual oscillation is also seen in the observations. Many of the models also reproduce this semi-annual variation but with differences in the timing. This phase difference between models and observations is also seen in the temperature variations (Figure S8.1) and therefore explains the mismatch in ozone. To summarize, the models exhibit the appropriate sensitivity to temperature, so, when the simulation reproduces (or does not reproduce) the temperature variation, a corresponding match or mismatch is seen in the ozone variations.

At 46 hPa during winter and spring in the high latitude SH, the ozone mixing ratio anomaly is dominated by polar ozone loss. Figure 8.2 (bottom) shows that the models generally reproduce this variation, except for UMUKCA-METO and UMUKCA-UCAM. For both of these models, there is polar ozone loss, but it does not extend as far equatorward as 72°S. Note that these models perform better further south. While observations show a peak ozone loss in September, the CCMs response is shifted by one to two months. At the equator, the MLS data show a seasonal variation that depends on the phase of the QBO and is not fully captured by the models (see Section 8.6). In the NH, transport and polar ozone destruction processes control the evolution during winter/spring. Both contribute to the substantial observed variability in ozone during these seasons. Interannual variability in winter/spring is so large (see Section 8.4) that differences between the observations and simulations are not significant. However, during the

**Figure 8.3:** Climatological zonal mean O₃ mixing ratios from the CCMVal-2 CCMs and HALOE in ppmv. Vertical profiles at (a) 80°N in March, (b) 0° in March, and (c) 80°S in October. Latitudinal profiles at 50 hPa in (d) March and (e) October. The grey area shows HALOE ±1 standard deviation (s) about the climatological zonal mean. Same as Figure 13 for CCMVal-1 CCMs in Eyring et al. (2006).
summer the photochemical time scale decreases to 30-60 days, the circulation is near zonal with little horizontal or vertical mixing and the ozone mixing ratio is close to photochemical balance. The interannual variability of the observed ozone mixing ratio during this period is minimal. In the models, there is a relatively large spread during this period (and also during January-February-March in the SH), which likely reflects the spread of temperatures between the models (see Chapter 4). Nevertheless, the simulated ozone mixing ratios return to values that are the same each year within a few percent in each of the last 10 years of the integrations (not shown), in agreement with the observations, thus demonstrating that models make a reasonable transition to photochemical control in summer. This variation decreases with increasing pressure; at 70 hPa the models reproduce the observed small annual variation in ozone mixing ratio (not shown).

### 8.3.2 Springtime ozone values

Figure 8.3 compares climatological mean vertical ozone profiles and latitudinal cross-sections in March and October derived from the CCMVal-2 models and HALOE observations (see Figure 13 from Eyring et al., 2006 for the CCMVal-1 models). At the equator, most models agree well with HALOE observations and lie within one standard deviation of the HALOE mean, except for the CCSR-NIES model that shows unusually large ozone peak values at 10 hPa. At higher latitudes, during NH and SH spring there is a larger spread between the models and only a few lie within one standard deviation of the HALOE mean. This is especially true in the lower stratosphere/upper troposphere where CCMVal-1 simulations showed very good agreement with observations but CCMVal-2 simulations show a much larger spread. This may be simply because more CCMs now participate in CCMVal-2; see also Chapter 7 for a detailed discussion on UTLS performance of each model.

In the SH spring, the vertical profiles of CCSR-NIES, CAM3.5, EMAC, UMUKCA-METO, and UMUKCA-UCAM are biased high, while LMDZrepro is biased low. In the NH, again CCSR-NIES and CAM3.5 are biased high, while SOCOL is biased low. For the CCSR-NIES model, the overestimation of peak ozone values in the tropics and polar regions was already evident in CCMVal-1 and is related to overestimation of O\textsubscript{3} photolysis rates at this altitude (see PhotoComp results in Chapter 6, e.g., Figure 6.1). The pronounced ozone bias that was evident in LMDZrepro in CCMVal-1 has been improved but this model is still biased low due to the warm temperature bias in the SH (Chapter 4).

The lower panels of Figure 8.3 show that the latitudinal representation of ozone in the lower stratosphere in spring-time of each hemisphere has improved since CCMVal-1. Between 60°S and 60°N most models lie within one standard deviation of the HALOE data. The CNRM-ACM is a clear outlier and substantially under-estimates the values. At polar latitudes more than half of the CCMs significantly overestimate the HALOE ozone values, possibly related to their low potential for chlorine activation (PACI; Chapter 6, Table 6.5). SOCOL, NiwaSOCOL, AMTRAC3, UMSLIMCAT, and WACCM agree best with observations at northern high latitudes in March, while at southern high latitudes CNRM-ACM and LMDZrepro are equally good compared to observations.

### 8.3.3 Annual cycle metrics

Differences between modelled and observed annual cycles in ozone can be further quantified by means of normalised Taylor diagrams (Taylor, 2001). The usefulness of the Taylor diagrams is their compact representation of pattern statistics between two fields, thus providing a straightforward methodology to quantify and compare results from a large number of fields (model diagnostics) with respect to a reference field (observations). The pattern statistics computed are correlations and normalised spatial standard deviations, respectively giving information on the differences in phase and magnitude, between each model result and the observation. In the Taylor diagram, the correlation is given by the cosine of the angle from the x-axis, and the normalised spatial standard deviation is the radial distance from the origin. The observation (reference) point therefore lies on the x-axis, with standard deviation equal to 1 and correlation equal to 1. The distance from the reference point (cashed dashed lines with the origin at the reference point) measures the centred root mean square error.

The normalised Taylor diagram for the annual and the semi-annual harmonics of the zonal-mean ozone from the MLR analysis is shown in Figure 8.4. Since the focus is on stratospheric ozone, the pattern statistics are computed for the latitude-pressure sections ranging respectively from the South to the North poles, and from 500 to 1 hPa pressures; and the pattern statistics calculation includes area weights, but no weighting in pressure. Therefore, Figure 8.4 evaluates the latitude-pressure patterns of the modelled annual and semi-annual harmonics, namely the fields shown in the supplementary material (Figures S8.2-S8.4). Figure 8.4 shows that both the annual and the semi-annual harmonics in zonal mean ozone are very well represented for the majority of models, with respect to the NIWA-3D ozone data set. All models are characterized by correlations higher than 0.8, except for one model, E39CA in the case of the annual harmonic and CAM3.5 in the case of the semi-annual harmonic. Interestingly, both E39CA and CAM3.5 are the models with low tops (Chapter 2), suggesting that the top boundary conditions applied in these models may slightly degenerate the performance of their annual cy-
The relative clustering of the model points around one standard deviation demonstrates also that the magnitudes of the modelled spatial ozone variations compare well to those of the NIWA-3D data set.

For comparison with the performances of the annual and semi-annual cycle, the normalised Taylor diagram of the annual zonal-mean ozone coefficients from the MLR analysis is reported in the supplementary material (Figure S8.5). In this case, the very close clustering of the model signatures around the black solid point on the x-axis, which is the reference observation, demonstrate that the annual zonal-mean ozone field is extremely well simulated by all models.

The evaluation of the annual cycle in column ozone is performed on the monthly-mean zonal-mean model data. For the models, only data from 1980 to the end of the REF-B1 simulations (which vary model by model between 2000 and 2007) are considered, to better match the period of the NIWA-column ozone data set (1980-2007) used as the reference field. A second data set, the TOMS+gb column ozone since 1980 has also been used to provide an estimate of the uncertainty in the observations. In addition, plotting each available realization from the models shows the sample uncertainty. The normalised Taylor diagram from these data, using NIWA-column ozone as the reference, is shown in Figure 8.5. Therefore, Figure 8.5 evaluates the latitude-month patterns of the modelled column ozone fields, shown in supplementary material (Figure S8.6). Note that the Taylor diagram is computed only for data between 60°S and 60°N (for the annual cycle in polar ozone, see Section 8.4). Figure 8.5 demonstrates that most models capture the phase of the annual cycle and the latitudinal distribution of the total ozone quite well. All models are characterized by correlations close to or above 0.9. Only UMUKCA-UCAM overestimates the spatial standard deviation substantially (factor 1.5), while CNRM-ACM under-estimates it. As a group, the models display a slight overestimation of the seasonal variations of the zonal mean column ozone (most model points have standard deviations between 1 and 1.5).

In the computation of the Taylor diagram, the mean bias is excluded. The relative mean bias, (model – observation)/observation, is shown for the near global column ozone and the northern and southern polar caps in Table 8.5. The pattern statistics have been computed for the 1-500 hPa, 90°S-90°N range.
8.2. The NIWA-column ozone is used as the reference observations. For most models, the relative mean bias is small, within a few percent. Defining as outliers the models with an absolute relative mean bias larger than 10%, it is found that E39CA and UMUKCA-UCAM overestimate the near-global ozone and both the North and South polar ozone; UMSLIMCAT slightly under-estimates only the near global ozone; GEOSCCM and UMUKCA-METO overestimate ozone over both polar caps; LMDZ-repro and UMETRAC respectively over- and under-estimate ozone only in the northern polar cap; CAM3.5, EMAC, and MRI overestimate ozone and CNRM-ACM under-estimates ozone over the southern polar cap.

8.4 Interannual Polar Ozone Variability

In the extra-tropics, interannual natural variations in stratospheric ozone are largest in the polar regions and tend to maximise during the spring season. Figure 8.6a (top panels) shows the monthly interannual standard deviation of column ozone averaged over the polar caps (60°N-90°N at left and 60°S-90°S at right), from the CCMVal-2 models and the NIWA-column ozone data. The corresponding annual cycle in the column ozone climatology is shown in Figure 8.6b. These results have been calculated for the time period from 1980 to the end of the REF-B1 simulations (varying model by model, between 2000 and 2007) and for 1980-2007 for the NIWA-column data. For the models, similar results were obtained if the calculation is performed from 1960 (not shown). Prior to the calculation of the diagram shown in Figure 8.6a, decadal trends were removed from the data. This was accomplished by calculating a low-pass filtered version of the data (the time filter consists of Gaussian-weighted running means with a full width at half maximum of 9 years) and by removing it from the original time series. The resulting time series therefore, contain only variability on time scales from 1 to about 10 years. Model performance with respect to the NIWA-column data is quantified by corresponding Taylor diagrams (Figure 8.6 lower panels).

Table 8.2: Total ozone model bias in % for different latitude ranges.

<table>
<thead>
<tr>
<th>Model</th>
<th>60°S-60°N</th>
<th>60°N-90°N</th>
<th>90°S-60°S</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>-3.77</td>
<td>-6.57</td>
<td>-0.36</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>-3.64</td>
<td>1.79</td>
<td>11.07</td>
</tr>
<tr>
<td>CCSR-NIES</td>
<td>5.86</td>
<td>1.51</td>
<td>9.12</td>
</tr>
<tr>
<td>CMAM</td>
<td>-2.18</td>
<td>0.04</td>
<td>-1.18</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>-5.81</td>
<td>-3.12</td>
<td>-14.95</td>
</tr>
<tr>
<td>E39CA</td>
<td>15.14</td>
<td>19.07</td>
<td>16.04</td>
</tr>
<tr>
<td>EMAC</td>
<td>2.02</td>
<td>2.71</td>
<td>13.94</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>3.33</td>
<td>15.72</td>
<td>19.37</td>
</tr>
<tr>
<td>LMDZ-repro</td>
<td>4.31</td>
<td>10.67</td>
<td>2.30</td>
</tr>
<tr>
<td>MRI</td>
<td>8.88</td>
<td>9.92</td>
<td>15.11</td>
</tr>
<tr>
<td>NiwaSOCOL</td>
<td>0.77</td>
<td>-3.34</td>
<td>-4.42</td>
</tr>
<tr>
<td>SOCOL</td>
<td>-1.49</td>
<td>-5.85</td>
<td>-6.49</td>
</tr>
<tr>
<td>ULAQ</td>
<td>3.29</td>
<td>-1.65</td>
<td>-4.45</td>
</tr>
<tr>
<td>UMETRAC</td>
<td>-3.95</td>
<td>-13.95</td>
<td>-0.03</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>10.34</td>
<td>-4.80</td>
<td>-5.87</td>
</tr>
<tr>
<td>UMUKCA-METO</td>
<td>6.61</td>
<td>12.84</td>
<td>16.65</td>
</tr>
<tr>
<td>UMUKCA-UCAM</td>
<td>14.07</td>
<td>26.26</td>
<td>34.40</td>
</tr>
<tr>
<td>WACCM</td>
<td>-2.35</td>
<td>2.26</td>
<td>-5.68</td>
</tr>
<tr>
<td>MMM</td>
<td>1.71</td>
<td>3.53</td>
<td>5.25</td>
</tr>
</tbody>
</table>

Figure 8.6a shows that the interannual variability of the NIWA-column ozone exhibits a pronounced annual cycle and maximises during the dynamically active late winter and early spring periods of each hemisphere (January-April in the NH; August-November in the SH). The simulation of this observed seasonality represents an important model benchmark. Figure 8.6a demonstrates that all models show a minimum in variability in the late summer and fall (upper panels) and that the correlation coefficient is above 0.7-0.8 for most of the models (lower panels). Better agreement with the NIWA-column data may not be warranted, because at polar latitude during winter the NIWA-column data are mostly estimates (Bodeker et al., 2001, 2005).

During the NH active period (Figure 8.6a left panel), the amplitude of the annual cycle is well simulated by most models, with notable exceptions for MRI, which exhibits very large variability and standard deviation larger than 2 in the Taylor diagram, and also UMUKCA-UCAM and WACCM, both with standard deviation close to 1.5 in the Taylor diagram. The rest of the models are close together and slightly under-estimate the observed total ozone variability, suggesting a possible systematic bias. The results for individual ensemble members of MRI (not shown) are very similar, indicating that its high variability is not due to sampling uncertainty. The interannual variability of the WACCM model, in addition to be biased high, is characterized by a prolonged period of high variability, extending into June (low correlation, below 0.6).

During the SH active period (Figure 8.6a right panel), the model results tend to surround the observations. Models with particularly low variability are CNRM-ACM, E39CAA, GEOSCCM, and UMUKCA-UCAM. Models with particularly high variability, suggesting an early start of the active period, are CAM3.5 and EMAC, while CMAM has excessive variability in November.

The annual cycle of the column ozone climatology averaged over the polar caps (Figure 8.6b) shows the NH
spring time column ozone build up and the seasonality of the SH ozone hole. The timing of the NH ozone build up is well simulated by all models, as quantified by correlations above 0.8 for all models (bottom panel). A weak build up is noted for NiwaSOCOL, SOCOL, and possibly AMTRAC3 and MRI. In the SH, the situation is complicated by the presence of the ozone hole, an anthropogenic modification of the annual cycle. Therefore, factors such as the size of the polar vortex (a dynamical process), the strength of the polar barrier, as well as heterogeneous chemistry (a chemical process) play a role in determining the large spread of modelled column ozone minimum in September-October, as discussed in Chapter 6. Particularly low correlations (below 0.5) are displayed by E39CA, EMAC, UMUKCA-METO, UMUKCA-UCAM, and WACCM. Of these models, only WACCM reproduces the dip in ozone, albeit with a 2-month delay. The other highlighted outliers instead fail to model the impact of the ozone hole on the annual cycle. Among the models that better reproduce the column ozone annual cycle, NiwaSOCOL, MRI, and SOCOL overestimate its amplitude (standard deviations larger than 1.5, bottom panels). Note that the CAM3.5 model is not plotted, because it falls outside the Taylor diagram (standard deviation: 0.8; correlation coefficient: -0.4).

In addition, Figure 8.6b (upper panels) shows that a number of models are affected by a mean bias in polar column ozone, which cannot be quantified by the Taylor diagram. In the NH, E39CA and UMUKCA-UCAM column ozone fields are biased high, while UMETRAC column ozone is biased low (see Table 8.2), in spite of their high correlations and standard deviations close to 1 (implying well simulated phase and magnitude of the annual cycle). These biases may be related to excessive stratosphere to troposphere ozone transport and/or tropospheric chemistry. In the SH, the E39CA, EMAC, GEOSCCM, MRI, UMUKCA-METO, and UMUKCA-UCAM ozone fields are all biased high (see Table 8.2).

The winter and spring evolution of the interannual variability in column ozone is associated with the seasonality of planetary wave activity and its influence on the strength of polar descent in the Brewer-Dobson circulation (Fusco and Salby, 1999, Randel et al., 2002). When planetary wave activity is high, diabatic descent at high latitudes is strengthened, leading to increased transport of ozone-rich air from the tropical middle stratosphere (where ozone is photochemically produced) to the polar

---

**Figure 8.6a:** Interannual variability of polar cap averaged column ozone (DU, upper panels) and corresponding normalised Taylor diagrams (lower panels) for NH (left) and SH (right) over the period onward of 1980. Legend for model results in the upper panels: Star (cross) symbols correspond to solid (dashed) lines. Black solid line represents NIWA-column data.
lower stratosphere. In addition, increased wave activity leads to a more disturbed polar vortex and hence to higher polar temperatures, creating less favourable conditions for chemical depletion of ozone due to heterogeneous processes. To evaluate the modelled connections between ozone variability and dynamical variability (the latter discussed in Chapter 4), the relationships between column ozone and, respectively, meridional heat fluxes, temperature and the stratospheric annular mode are reported in the following sections.

### 8.4.1 Heat flux and column ozone

Weber et al. (2003) show a compact relationship between the spring-to-fall ozone ratio in each hemisphere and the winter-time mean heat flux. In this section the presence of a similar relationship is investigated. The models are compared to observations using winter-time mean 100 hPa meridional heat fluxes from the ERA-Interim data set and the spring-to-fall ratio in column ozone from the NIWA-column ozone data. Column ozone ratios are for March/September in the NH and September/March in the SH, using area weighted averages between 60° and the pole.

Heat fluxes are averaged between 45° and 75°, using extended winter means: September-March (NH) and March-September (SH). SH data are de-trended as previously for Figure 8.6a. To calculate the spring-to-fall ozone ratio it is necessary to add a climatological ozone field to the filtered time series: a 10 year mean, monthly column ozone amount (1990-2000) was employed for this, since it is a period common to both the data and models. The analysis is performed for every year of model data from 1960 to the end of each simulation (which varies from model to model, between 2000 and 2007) and for 1980-2007 for NIWA-column and ERA-Interim data.

Results from the individual scatter plots (see supplementary material Figures S8.7) are summarized in Figure 8.7, where the slope parameter of the linear fit of each scatter plot is plotted against the mean spring-to-fall ozone ratio for each model or data set, along with the 95% confidence interval of the slope parameter. The slope of the scatter plot describes the typical response of the spring-to-fall ozone ratio to a one-unit increase in the absolute value of 100 hPa meridional heat flux. Since the absolute value of the heat flux is proportional to the upward component of the Eliassen-Palm flux, the slope diagnoses the response

![Figure 8.6b: Mean polar cap averaged column ozone (DU, upper panels) and corresponding normalised Taylor diagrams (lower panels) for NH (left) and SH (right) over the period onward of 1980. Legend for model results in the upper panels: Star (cross) symbols correspond to solid (dashed) lines. Black solid line represents NIWA-column data.](image-url)
of ozone over each polar cap to changes in the amount of planetary wave activity entering the lower stratosphere. The mean ratio of the spring-to-fall ozone concentration diagnoses the average seasonality in ozone concentrations present in each model. This is a more useful measure of the position of the model on each scatter plot than the intercept of the regression line, which is usually a large distance from the centre of the cloud of points for each model.

Figure 8.7 shows that for most of the models the slope parameter is within the sampling uncertainty of the observations, for both hemispheres. Only the slope parameter of the ULAQ model is indicative of a much weaker relationship (close to zero in the NH) between the heat flux and spring-to-fall ozone ratio, possibly related to the limited horizontal resolution of the ULAQ model. Note that ULAQ is also characterized by a weak relationship between lower stratospheric temperature and heat fluxes, in the NH (Chapter 4). The CNRM-ACM result is for 10 years only so could be different to the rest of the model results for this reason. In the NH (Figure 8.7 left panel), there is a larger spread and a larger uncertainty in the slope parameter than in the SH (right panel), possibly because of the larger NH interannual variability in planetary wave activity (Chapter 4). In the NH, Chapter 4 reports a tendency for enhanced sensitivity in the lower stratospheric polar temperature to the winter heat fluxes. This Chapter 4 result is consistent with the slight overestimation of the ozone sensitivity to the heat flux suggested by the cluster of the model points, located above the value of the slope parameter of the observations (once CNRM-ACM, because it is based on a shorter data set, and ULAQ, since it is an outlier are excluded). In the SH, most of the models show a smaller inter-model spread and tend to under-estimate the slope parameter. This result is not entirely consistent with the temperature sensitivity reported in Chapter 4, which shows both higher and lower modelled sensitivity of the lower polar stratospheric temperature to the heat fluxes. Concerning the mean spring-to-fall ozone ratio in the models, in the NH the NIWA-column data fall approximately in the middle of the model range. Very weak transport of ozone into the vortex is implied for the MRI, NiwaSOCOL and SOCOL models, explaining the low NH spring time column ozone previously noted. In the SH, there is a relatively large spread in the mean ratio of the September/March column ozone between the models, with about half of the models with smaller or larger ratio than observed (consistent with Figure 8.6b right). Given that the September/March ratio is less than 1.0 because of polar ozone depletion, i.e., the ratio is influenced by chemistry and not just dynamics. This suggests that biases in the modelling of polar chemical processes (Chapter 6) can contribute to this spread in model results. It is also possible that the advection of ozone rich air into the polar cap, which would tend to produce a September/March ratio above 1, is weaker in most models than in the reanalysis, although analysis of some of the same models in Chapter 4 did not suggest that the strength
of their Brewer-Dobson circulation was too weak. There is some indication in Chapter 5 that models with a much lower ratio of September/March ozone in the SH perform poorly in diagnostics of their polar isolation (LMDZrepro, MRI, NiwaSOCOL, SOCOL). However, it is also true that some models with good transport diagnostics also show low spring-to-fall ozone ratios here.

### 8.4.2 Temperature and column ozone

The tight relationship between heat flux and temperature (Newman et al., 2001, see also Chapter 4) motivates an extension of the analysis presented in Figure 8.7 by evaluating the relationship between column ozone and lower stratospheric temperatures. The existence of such a relationship has previously been identified by Newman and Randel (1988) and Fortuin and Kelder (1996).

In this section, polar cap averaged (60°-90°) monthly temperatures at 50 hPa are compared against polar cap averaged total column ozone. The analysis is focused on spring (March for the NH and November for the SH), which is the time when the cumulative effects of wave activity during the previous winter on ozone and temperature are most pronounced. The analysis is performed for every year of model data from 1960 to the end of each simulation and for the common periods between the NIWA-column ozone and NIWA/NNR reanalysis (hereafter: NNR, updated from Kalnay et al., 1996) and the ERA-40 reanalysis.

Figure 8.8 displays the slope parameter of the linear fit between column ozone and temperature and its 95% confidence intervals. The slope parameter indicates how sensitive column ozone is to a given temperature perturbation. On the x-axis is reported the ozone amount of the linear fit at a temperature of 200 K, which is used as a second parameter to describe the goodness of the fits.

The results shown in Figure 8.8 indicate that the models perform adequately over both polar caps, in the sense that all slopes are positive showing that column ozone increases when temperatures are anomalously warm. However, for the NH (March, left panel), only 5 models (AMTRAC3, CCSRNIES, MRI, NiwaSOCOL, SOCOL) reproduce the observed relationship reasonably well. UMUKCA-METO does not underestimate the slope significantly, but has a large amount of ozone at the temperature of 200 K. One model (CNRM-ACM) considerably overestimates the observed slope. The rest of the models underestimate the slope up to a factor of two, indicating that for most models the simulated ozone is less sensitive to a given temperature perturbation than in the observations. In November (SH, right panel), the number of models that either over- or under-estimate the observed slope is quite evenly distributed around the observations. The slope is overestimated for CNRM-ACM, GEOSCCM, MRI, and UMUKCA-METO.

Figure 8.8 also indicates that the x-axis values, the amount of ozone at a temperature of 200 K, are too large for most models. This is consistent with the column ozone systematic bias seen in Figure 8.6b. The positive ozone bias is particularly large for the UMUKCA-UCAM model in November, and consequently this model stands out in the SH plot.
Chapter 8: Natural Variability of Stratospheric Ozone

8.4.3 Stratospheric annular mode and column ozone

On interannual time scales the strength of the annular mode in the lower stratosphere and the heat fluxes at 100 hPa are closely connected (Hu and Tung, 2002). Therefore, a relationship should also exist between the column ozone variation and the annular mode. This possibility is investigated by regressing the monthly mean column ozone time series on a relatively simple definition of the annular mode (AM) index at 50 hPa. The 50 hPa level is chosen because column ozone is mostly affected by variations in the

Figure 8.9a: Regression of column ozone on the simplified annular mode for NH March. Contour interval is 0.04 DU/gpm. The numbers on top of each map represent (left) pattern correlations (x100) and (right) rmse-errors (x100) between results from the individual models and those from the NIWA-column and NNR. Numbers in parenthesis indicate the period (years) included in the calculations.

8.4.3 Stratospheric annular mode and column ozone

On interannual time scales the strength of the annular mode in the lower stratosphere and the heat fluxes at 100 hPa are closely connected (Hu and Tung, 2002). Therefore,
lower stratosphere. The simple AM definition is based on polar cap averages (60°-90°) of monthly mean zonal mean geopotential height anomalies at 50 hPa, and is a good approximation of the traditional AM index (Baldwin and Thompson 2009). The simple AM is employed, because it represents an absolute measure and thus avoids possible ambiguities associated with the polarity and magnitude of the EOF-based approach. Note that, however, it has the opposite polarity from the EOF-based AM. Prior to the analysis, all data are de-trended as previously done for Figure 8.6a. Concerning the observations, the NIWA-column ozone data are used and the AM index is derived from the
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**Figure 8.9b**: Regression of column ozone on the simplified annular mode for SH November. Contour interval is 0.04 DU/gpm. The numbers on top of each map represent (left) pattern correlations (x100) and (right) rmse-errors (x100) between results from the individual models and those from the NIWA-column and NNR. Numbers in parenthesis indicate the period (years) included in the calculations.
The regression coefficients between local variations of column ozone and the AM index for each model and observations are shown for NH March in Figure 8.9a and for SH November in Figure 8.9b, the dynamically active seasons (section 8.4.1) and a time when this relationship is expected to be robust. The corresponding Taylor diagrams quantifying model performance with respect to NIWA/NNR are shown in Figure 8.10. Therefore, Figure 8.10 (left) evaluates the longitude-latitude pattern of the modelled ozone versus annular mode regression for NH March, and Figure 8.10 (right) the one for SH November. As expected, using the simple AM leads to positive regressions over the polar regions. Column ozone is high when the AM is positive, i.e., when the geopotential height anomalies over the pole are positive, indicative of a warm and weak vortex, increased wave activity, and an anomalously strong descending branch of the Brewer-Dobson circulation at polar latitudes.

Figure 8.10 (left) shows that for NH March, most models reproduce the basic structure of the observed regression patterns in the sense that most models have a correlation coefficient with NIWA/NNR larger than 0.7. The three outliers (CAM3.5, CNRM-ACM, and GEOSCCM) still have relatively high correlations larger than 0.6. The amplitude of the observed regression pattern is less well simulated, with most of the models tending to under-estimate it (standard deviation less then 1).

In the SH, Figure 8.10 (right) shows a better simulation of the observed pattern for SH November. In this case, the outlier is ULAQ, because of its very small correlation (smaller than 0.5), while E39CA, GEOSCCM, and WACCM have correlations between 0.7 and 0.8, and the rest of the models have correlations close to or higher than 0.9. The decrease in the spread of the model results is due to the improvement in the structure of the modelled regression pattern, while the performance in its amplitude (measured by the standard deviation) is comparable in the two hemispheres. Possibly, the better simulation of the structure of the regression pattern in the SH is related to the more zonal character of the large scale stratospheric dynamics there.

8.5 Solar Cycle

The 11-year solar cycle has a direct impact on ozone via radiation and chemistry in the upper stratosphere and indirect effects on dynamics, transport and chemistry throughout the stratosphere (e.g., review by Gray et al., 2010). The direct effect in the upper stratosphere depends on a good representation of solar radiation processes in both the radiative transfer and in the photochemistry parameterisations (see Chapters 3 and 6 for a comparison of radiation codes and photochemical schemes respectively). These were reasonably well simulated by the CCMVal-1 models (Austin et al., 2008). However, the indirect dynamical effects in the tropical lower stratosphere and extra-tropical stratosphere and the extension of the signal into the troposphere (see e.g., Haigh, 1999; Kodera and Kuroda, 2002; Matthes et al., 2004; Haigh et al., 2005; Kodera, 2006; Matthes et al., 2006; Gray et al., 2010) are more challenging to reproduce. Matthes et al. (2003) suggested that a realistic representation of the model’s climatology is an important pre-requisite for reproducing the indirect dynamical effects. Other suggested important “ingredients” are a QBO, time-varying solar irradiiances, and realistic interannual variability in the SSTs. Another
remaining challenging task is to understand the observed modulation of the solar signal with the tropical oscillations (QBO and SAO) at the equatorial as well as at the high-latitude stratosphere (see e.g., Labitzke, 1987; Labitzke and van Loon, 1988; Gray et al., 2001). This interaction is still difficult to investigate since the number of observed events when separated into solar and QBO phases is small and only some of the CCMs reproduce an internally generated QBO, a prerequisite to study the full solar/QBO interaction. On the other hand there is still considerable uncertainty in the observed solar cycle signal, so an understanding of the modelled responses might help to understand the observed response. In the following section the solar cycle response is examined without considering the more complicated tropospheric responses and extra-tropical interactions, which are beyond the scope of the current report.

Five models (GEOSCCM, ULAQ, UMECTRAC, UMUKA-METO, UMUKCA-UCAM; referred to as the non-sc group) do not prescribe a solar cycle in irradiances and are therefore not included in the following analysis. **Table 8.3** shows a comparison of the solar regression coefficients from the MLR in total column ozone from 60°S to 60°N compared with the observed solar regression coefficient from the NIWA total column ozone data set. While the models from the non-sc group consistently show a solar regression coefficient around zero, most of the models that impose a solar cycle show a solar regression coefficient that is 70% to 80% of the observed value. WACCM, MRI, and UMSLIMCAT show the best agreement with the observed values, while CAM3.5 is biased low and CCSRNIES and CNRM-ACM are biased high. These high biases in CCSRNIES and CNRM-ACM may be related to biases in their ozone climatologies (e.g., Figures 8.2-8.5). Differences in the radiation schemes and the input data (either spectrally resolved solar UV data and/or total solar irradiance (TSI) data) are discussed in Chapter 3, Section 3.6. The difference between the two low-top models E39CA and CAM3.5 that do not include the whole stratosphere is surprising. While CAM3.5 shows a 53% correspondence with observations, a value that might be expected from a low top model, E39CA performs very well (82%). Note also that there are substantial uncertainties from observations. While only the NIWA-column estimate is shown in comparison with the models, Randel et al. (2007, Figure 12) showed a factor of two difference among TOMS, SBUV, SAGE, and ground-based estimates.

### 8.5.1 Vertical structure of temperature and ozone signal in the tropics

Considerable discrepancies exist between the various observational estimates of the vertical structure of the tropical solar signal (Gray et al., 2010) as well as between observations and models (WMO, 2007), especially below 10 hPa. Austin et al. (2007; 2008) showed that recent model studies have achieved an improved vertical structure in this region and speculated that it may be related to (a) the introduction of time-varying solar cycle irradiances instead of the constant solar min/max simulations that had previously been performed because of limited computer resources or (b) an aliasing effect of the SSTs with the solar cycle. Marsh and Garcia (2007) discuss the inability of the MLR technique to take into account autocorrelation between e.g., the solar and the ENSO signal, although the MLR analysis employed here should be able to handle this since the autocorrelation in the residual is taken into account (e.g., Crooks and Gray, 2005). Nevertheless, the real atmosphere is highly non-linear and it may be difficult to capture the solar signal completely with the linear method used here. Another factor that complicates the solar signal is the QBO. Lee and Smith (2003) and Smith and Matthes (2008) discuss an aliasing effect of the QBO (and volcanoes) with the solar cycle. Frame and Gray (2010) have recently demonstrated that the volcanic influence is unlikely to be important. Recently, Matthes et al. (2010) showed that in their model the observed vertical structure in the tropical solar ozone and temperature signal in the middle and lower stratosphere can be reproduced only when a QBO is present.

**Figure 8.11** shows the annual mean of the tropical vertical solar signal in temperature and ozone from the

<table>
<thead>
<tr>
<th>CCM</th>
<th>Solar regression coefficient/100 units of F10.7 cm solar flux</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTRAC3</td>
<td>2.8</td>
<td>74</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>2.0</td>
<td>53</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>6.5</td>
<td>171</td>
</tr>
<tr>
<td>CMAM</td>
<td>3.2</td>
<td>84</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>7.3</td>
<td>192</td>
</tr>
<tr>
<td>E39CA</td>
<td>3.1</td>
<td>82</td>
</tr>
<tr>
<td>EMAC</td>
<td>2.7</td>
<td>71</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>2.9</td>
<td>76</td>
</tr>
<tr>
<td>MRI</td>
<td>4.1</td>
<td>108</td>
</tr>
<tr>
<td>NiwaSOCOL</td>
<td>2.7</td>
<td>71</td>
</tr>
<tr>
<td>SOCOL</td>
<td>2.8</td>
<td>74</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>3.4</td>
<td>89</td>
</tr>
<tr>
<td>WACCM</td>
<td>3.8</td>
<td>100</td>
</tr>
<tr>
<td>observations</td>
<td>3.8</td>
<td>-</td>
</tr>
</tbody>
</table>
MLR analyses. The relative uncertainties have been calculated by dividing the uncertainty from the MLR (square root of the sum of the squares of the diagonal elements in the covariance matrix) by the solar regression coefficient and normalising it. Therefore, relative uncertainty values below one indicate statistically significant results. The largest and statistically significant temperature and ozone solar response occurs in the upper stratosphere around 1 and 3 hPa, respectively. This is the direct solar effect due to enhanced UV absorption during solar maxima that leads to higher temperature and greater ozone production, which in turn increases the temperature. Most of the models produce a temperature response of about 0.6 K per 100 units of the F10.7 cm radio flux (multiply with 1.3 to get the difference between solar maximum and minimum of the solar cycle) around the stratopause, although the values range from up to 1.1 K in CNRM-ACM, 0.9 K in WACCM, down to ~0.35 K in LMDZrepro and SOCOL. Note that UMSLIMCAT shows a larger warming of about 1 K higher up near 0.3 hPa. The majority of the modelled temperature responses in the upper stratosphere are similar to the SSU observations, although the ERA-40 data show a slightly larger temperature signal of 1.3 K.

The modelled temperature responses are consistent with the shortwave heating rate responses shown in Figure 8.12. Models with the largest differences of about 0.15 K/day (EMAC, WACCM, CMAM, CCSRNIES) produce the largest temperature responses around the stratopause. However, even though MRI has the largest shortwave heating rate difference, it does not show an especially large temperature response. The results are also consistent with the offline solar radiation calculation results in Chapter

Figure 8.11: Annual mean tropical (25°S-25°N) solar regression coefficients for (a) temperature in Kelvin per 100 units of the F10.7cm radio flux, (b) the relative uncertainty (uncertainty from MLR divided by the regression coefficient and normalised) temperature, (c) ozone in %/100 F10.7cm units, and (d) the relative uncertainty in ozone. From CCMVal-2 CCMs (1960-2004) and observations (NIWA-3D ozone, 1979-2004, Randel&Wu ozone (1979-2005), RICH radiosonde data (1960-2004), ERA-40 (1979-2001), and SSU data (1979-2005)) from 100 to 0.1 hPa. Note that the Randel&Wu ozone data are displayed in DU/km, whereas the CCMs and the NIWA-3D ozone data are on pressure levels.
3 (although note that the offline radiation calculations in Chapter 3 do not necessarily correspond to model results in Figure 8.12; e.g., UMUKCA-UCAM does not have a solar cycle in the REF-B1 simulation and is therefore in the non-sc group in this chapter, although it shows shortwave heating rate differences from the offline radiation calculations in Section 3.6 that are related to solar induced ozone changes in the offline calculations only). LMDZrepro only prescribes total solar irradiance changes, so under-estimates the shortwave heating (Figure 8.12) and therefore the solar temperature response (Figure 8.11). Some of the models with large shortwave heating response (MRI and EMAC in Figure 8.12) show smaller temperature signals (Figure 8.11) than models with smaller shortwave heating responses (e.g., WACCM). In summary, the solar induced temperature responses in Figure 8.11 are produced by a combination of solar UV radiation changes and solar induced ozone changes, which depend both on the prescription of spectrally resolved or total solar irradiance changes in the radiation and on the photochemical schemes and their individual performances (see Chapters 3 and 6).

Discrepancies between the models themselves and with the observations increase below 10 hPa consistent with larger relative uncertainties (Figure 8.11b). Some CCMs show a positive solar temperature signal (Figure 8.11a) that increases with increasing height in good agreement with the SSU data, whereas others such as AMTRAC3, WACCM, SOCOL, CCSRNIES and EMAC show a relative minimum in the middle stratosphere like the ERA-40 data although the height of their respective minima differs. Some models (AMTRAC3, CMAM, CNRM-ACM, CCSRNIES, MRI, and WACCM), show a distinct secondary temperature maximum in the lower stratosphere, which is also present in the RICH radiosonde data (0.4-0.5 K) and the ERA-40 data (~0.7 K). But as noted above these changes are not statistically significant.

The vertical structure of the solar signal in ozone is much better represented in the models compared to observations, than in the case for temperature (Figure 8.11c). The models compare well with the Randel&Wu ozone data in the middle and upper stratosphere while the agreement between the models, and between the models and observations, deteriorates in the lower stratosphere due to the increased uncertainties (Figure 8.11d). The NIWA-3D data set shows a clear upper stratospheric maximum, a minimum in the middle stratosphere, and a secondary maximum in the lower stratosphere. A secondary peak in ozone in the lower stratosphere between 20 and 25 km, a region where the largest ozone column changes occur, is simulated by AMTRAC3, CNRM-ACM, CCSRNIES, MRI, and WACCM. Except for AMTRAC3 and CNRM-ACM these models have variability related to a (prescribed) or internally generated QBO-like oscillation. Similar to the temperature response, the ozone response and its uncertainties in the lower stratosphere for CCSRNIES and CNRM-ACM are very large compared to the other models and observations. These models were also outliers in the ozone climatology inter-comparison (Figure 8.3), CCSRNIES was graded low for nearly all photolysis rates in the PhotoComp inter-comparison (Chapter 6), and both models showed very fast tropical ascent rates in the transport comparison (Chapter 5).

Note that both low-top CCMs (CAM3.5 and E39CA) produce only a small solar signal in temperature since they do not include the stratopause region where the initial solar signal appears. CAM3.5 produces a similarly small signal in ozone, whereas E39CA shows a relative large solar ozone signal consistent with the largest signal in column ozone in Table 8.3.

### 8.5.2 Latitudinal structure of the solar signal in temperature and ozone

The latitudinal structure of the amplitude of the solar cycle in temperature and ozone is shown in Figure 8.13 at 1 and 3 hPa, respectively. Apparent is the large spread of model results which is larger for temperature than for ozone. The modelled solar signals in ozone are similar in the tropics and mid-latitudes while large differences occur at northern and southern high latitudes due to large interannual variability (see Section 8.4). The models agree well with the Randel&Wu data but are lower than the NIWA-3D solar ozone signal in the tropics. EMAC and WACCM show the largest latitudinal variations; in the SH this agrees well with the NIWA-3D ozone. Again, CNRM-ACM is biased high from 60°S to 60°N.

The solar temperature signal shows more variabil-
Chapter 8: Natural Variability of Stratospheric Ozone

...ity between the CCMs than the ozone signal. Most models show a relatively flat response of about 0.5 K between 60°S and 60°N. The ERA-40 response, on the other hand, shows a peak response at equatorial latitudes and decreases to higher latitudes. As with the ozone data sets, there is significant variation between the different observational data sets (Gray et al., 2010). However, neither observational data set demonstrates statistical significance poleward of ~30°, so validation of the models at these latitudes is difficult. The difficulty of reproducing the latitudinal structure of the solar signal is also apparent in the latitudinal structure of the annual-mean solar regression coefficient for column ozone (see supplementary material, Figure S8.8). The spread in model responses is especially large at high northern latitudes due to dynamical interactions. Very large deviations are seen for EMAC and WACCM at high latitudes. These differences might be related to differences in the transport schemes, because transport and dynamical processes in lower stratospheric ozone dominate the distribution of column ozone variations. Both models have a large cold bias in the SH (Chapter 4) and too low Cl\textsubscript{v} in the vortex. In addition, WACCM has too much mixing in the TLS and EMAC has subtropical and polar lower stratospheric barriers that are too weak (Chapter 5).

Since the spread in both the modelled and observed solar cycle signal is so large, especially at high latitudes, no further diagnostics are presented to investigate dynamical feedback mechanisms (Kodera and Kuroda, 2002), such as those shown by Matthes et al. (2003) who investigated GCMs in which the ozone solar signal was imposed. Recent model studies (e.g., Matthes et al., 2006; Gray et al., 2006; Ito et al., 2009; Matthes et al., 2010) suggest that these dynamical feedback mechanisms are particularly difficult to reproduce, because of possible non-linear interaction with the QBO, and are currently best investigated in more idealised model studies in which the various influences can be examined separately.

Several studies have highlighted the limitations of the MLR analysis with respect to the time period chosen and the difficulty of separating autocorrelated signals such as...
the solar and the QBO, volcanic or ENSO signal in the equatorial lower stratosphere (e.g., Smith and Matthes, 2008; Marsh and Garcia, 2007; Austin et al., 2008; Frame and Gray, 2010). The sensitivity of the MLR analysis presented here has been tested using different time periods, i.e., 1960-2004 and 1979-2004. The details of the results are not very sensitive to the period chosen, apart from the magnitude of the response changes, which is larger for the shorter time period. This allows confidence in the performance of the MLR method, provided careful representation is made of all possible basis functions as well as an autocorrelation of the residuals.

8.6 QBO in Ozone

In the tropical stratosphere, the QBO in zonal wind is a major driver of ozone variability (see Baldwin et al., 2001). Typically, however, general circulation models of the atmosphere have difficulties in spontaneously simulating the QBO. In order to simulate a realistic QBO, a model should be able to support a realistic spectrum (temporal and spatial) of upward propagating waves in the tropics. This is a major challenge, because this spectrum of waves depends on many technical aspects of an atmospheric general circulation model, such as tropical convection parameterisation, stability of the troposphere, SSTs, vertical and horizontal resolutions and atmospheric gravity wave parameterizations (e.g., Scaife et al., 2000; Giorgetta et al., 2002, 2006; Shibata and Deushi, 2005).

A model that does not appropriately simulate the QBO in zonal wind, also severely misrepresents the natural ozone variations associated with the QBO (Punge and Giorgetta, 2008). Therefore some modelling groups have imposed the QBO by assimilation techniques (i.e., nudging, see Chapter 2) of either the equatorial zonal winds or the vorticity. The models that assimilate the QBO in the REF-B1 simulation are shown in Chapter 2 (Table 2.8), and referred to as Group C in Table 8.4. Although the assimilation of the QBO should alleviate the biases in the ozone distribution associated with the problem of properly representing the QBO, it unfortunately removes the predictive capability of a model. While it is therefore possible to evaluate the response of ozone to a prescribed QBO forcing, a prediction of future ozone behaviour related to the QBO is impossible with this methodology.

### 8.6.1 Equatorial Variability and the QBO signal in the stratosphere

Figure 8.14 shows the vertical profile of the variability of zonal-mean zonal wind (left) and ozone in DU/km (right) at the Equator (average 5°S-5°N) computed as the standard deviation of the monthly values for the period 1960-1999. In both model and observational data, the linear trend and the annual cycle have been removed. In addition, a band pass filter has been applied to the time series to extract only those oscillations with periods between 9-48 months. The upper panels include only the models with nudged QBO (Group C of Table 8.4), while the bottom panels include the rest of the models (both Groups A and B of Table 8.4).

The models in Group C are characterized by substantial variability, from ~10 m/s up to ~18 m/s in zonal-mean zonal wind and in the range 0.7 to 1.5 DU/km in ozone, as expected because of the assimilation. In addition to the main peak near 20 hPa in zonal-mean zonal wind, some models (NiwaSOCOL, SOCOL, and to a lesser extent WACCM) show a secondary peak in zonal wind variability near 1 hPa. This variability could be excessive QBO modulation of the SAO at these altitudes, a possible side effect of the applied nudging.

In the models that did not assimilate the QBO (lower panels), the zonal wind variability clusters into two groups: 4 models (GEOSCCM, LMDZrepro, CNRM-ACM, and CMAM) have variability less than 5 m/s (Group A); and 6 models (AMTRAC3, MRI, UMETRAC, UMUKCA-METO, UMUKCA-UCAM, and UMSLIMCAT) have variability in the range 7 to 22 m/s (Group B). Group A severely under-estimates the zonal wind variability, leading to the conclusion that the QBO in zonal wind is not internally generated to a sufficient degree in these models. For consistency in these models the QBO basis functions in the MLR analysis are set to zero (see Table 8.4). The variability in Group B is much more realistic when compared with ERA-40 reanalysis, although the maximum amplitude is both overestimated (UMETRAC and UMSLIMCAT) and under-estimated (AMTRAC3, MRI, UMUKCA-METO, UMUKCA-UCAM) and tends to be located at lower pres-
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The observed interannual variability of ozone (right panels) shows two maxima (10 and 30 hPa). These maxima are due to the modulation of the ozone chemistry in the middle stratosphere (10 hPa, see Chapter 6) and the advection of ozone by the secondary meridional circulation (30 hPa, see Chapter 5) in the lower stratosphere (Gray and Chipperfield 1990). The models with a nudged QBO (Group C, upper right panel) show the clear double peak structure, in phase with the Randel&Wu observations, although with a wide range of magnitudes. The models without QBO nudging (lower panel) that showed little variance in wind at the equator also simulate little variance in ozone (Group A). The exception in Group A is the CNRM-ACM model, with a 0.6 DU/km peak in ozone variability at 30 hPa. The time series of the ozone vertical distribution is shown in the supplementary material (Figure S8.9) for CNRM-ACM. It shows that these variations are not downward propagating, consistent with the fact that this model does not simulate the QBO. Possibly, these variations are

Figure 8.14: Monthly zonal-mean standard deviation of zonal-mean zonal wind (left, m/s) and ozone (right, DU/km) averaged from 5°S to 5°N. Results from the CCMVal-2 CCMs (in colour), ERA-40 (left, black), and SAGE data (right, black). From de-trended, de-seasonalised and filtered (9-48 months) time series. Top panels: Group C CCMs, bottom panels: Groups A and B CCMs.
associated with ENSO, which can still be present in the applied band pass filter (9-48 months). A similar behaviour was previously reported for a CCMVal-1 model (Punge and Giorgetta, 2008). With the exception of UMUKCA-METO, the models in Group B show the double peak in ozone variability, each of them to a different degree.

Apart from this very broad comparison, there does not seem to be a linear relationship between the variability in zonal winds and ozone in Groups B and C, suggesting a range of sensitivity of the ozone to the zonal wind QBO, which is independent of whether it is imposed or internally generated. In particular, in Group B the UMSLIMCAT model appears to be characterized by low ozone sensitivity, given its higher than observed wind variability but half than observed ozone variability at 30 hPa. In Group C, the ULAQ and WACCM models appear to have a higher than observed ozone sensitivity, while the NiwaSOCOL and SOCOL sensitivity is lower than observed. Note that the two SOCOL models and WACCM are very close to observations in their zonal wind variability at 30 hPa, while they differ by a factor of two in their ozone variability.

An alternative measure of the models’ representation of the ozone QBO is the vertical distribution of the annual mean equatorial (5°S-5°N) QBO regression coefficient from the MLR analysis (which is represented in terms of ozone mixing ratios for all models and NIWA-3D observations and ozone density for the Randel&Wu ozone). One coefficient is shown in Figure 8.15a (the orthogonal one is not shown) for the models in Group B (internal QBO-like oscillation) and in Figure 8.15b for models with nudged QBO (Group C). For a better comparison of the QBO signal between the models and observations, the QBO regression coefficient has been multiplied by the typical mean QBO amplitude of 30 m/s. Most of the models in both groups capture well the vertical structure of the QBO signal, but tend to overestimate the magnitude of the response, especially in the lower stratosphere. In the case of ULAQ, this overestimation is particularly evident (more than a factor 2

**Figure 8.15:** Annual mean QBO regression coefficient (multiplied by 30 m/s) in ozone in percent at equatorial latitudes (5°S-5°N) from the CCMVal-2 CCMs (1960-2004) and observations (NIWA-3D ozone, 1979-2004; Randel&Wu ozone, 1979-2005). (a) Group B CCMs. (b) Group C CCMs.

**Figure 8.16:** Latitudinal distribution of the annual mean QBO amplitude (multiplied by 30 ms-1) in column ozone (DU) from the CCMVal-2 CCMs (1960-2004) and the following observations: TOMS/SBUV+gb (1964-2004), SAGE (1979-2005), and NIWA-column ozone (1979-2007). (a) Group B CCMs. (b) Group C CCMs.
throughout the stratosphere). Among the Group B models, AMTRAC3 and UMSLIMCAT under-estimate the magnitude of the response, and AMTRAC3 also clearly mis-represents the vertical phase of the pattern. The rest of the models in both groups capture the vertical phasing well, and this is particularly true for the nudged QBO models.

### 8.6.2 QBO signal in column ozone

The latitudinal distribution of the annual mean QBO amplitude from the MLR analysis of column ozone amounts is presented in Figure 8.16. All models show a maximum at the equator and minima in the subtropics, in good agreement with observations. Poleward of 20° in both hemispheres, the spread of model results clearly increases. Considering both groups, the equatorial amplitude of the QBO signal in column ozone is within the range of the observations for CCSRNIES, UMUKCA-METO and UMUKCA-UCAM, while it is severely under-estimated by AMTRAC3 (also featuring a flat latitudinal distribution) and UMSLIMCAT and overestimated by the rest (i.e., the majority) of the models. ULAQ shows the largest QBO amplitude variations, consistent with the overestimation of both variability peaks in Figure 8.14 (right), but inconsistent with the under-estimation of the wind variability. For the nudged QBO models, problems with the nudging techniques might contribute to the highlighted differences. In general, however, many biases can contribute, such as errors in the QBO-induced residual mean circulation in the lower to mid-stratosphere, the latitudinal extension of the QBO, as well as errors in the vertical gradient of ozone in the vicinity of the induced motions.

Figure 8.17 shows the temporal evolution of the time series reconstruction of the QBO signal from the MLR analysis of column ozone (averaged from 5°S-5°N) for the models and TOMS+gb, Randel&Wu and NIWA-column data. As expected, models that nudge the QBO closely follow the phase of the observed QBO in column ozone,

![Figure 8.17](image-url)
although some of them overestimate the amplitude, consistent with Figure 8.16 and right panels in Figure 8.14. The variability in the Group B models is not expected to be in phase with observations. For the Group B models, Figure 8.17 provides information on the period of the modelled QBO variability in ozone. Among this group, MRI, UMETRAC, UMSLIMCAT show a period close to the observed (~28 months), while UMUKCA-METO and UMUKCA-UCAM overestimate (by almost a factor 2) the typical QBO periodicity. Also note that UMETRAC shows some sporadic large amplitude episodes. AMTRAC3 shows higher frequency (~ 1 year−1) small oscillations and Figure 8.17 therefore confirms that the variability diagnosed in AMTRAC3 is not consistent with the known features of the QBO signal in ozone. From this it can be concluded that the QBO signal in ozone is not represented in AMTRAC3.

8.7 ENSO Signal in Ozone

The El Niño Southern Oscillation (ENSO) is a tropical atmosphere-ocean phenomenon and a source of large-scale climate variability for the atmosphere–ocean system. Its influence on the stratosphere has been increasingly recognised, with the advent of ensemble modelling and with the availability of longer observational data sets. Most of the published work has focused on the polar lower stratosphere, because of the established teleconnections between the warm phases of ENSO and the mid-latitude North Pacific region (e.g., Hoerling et al., 1997) which can favour the enhancement of mid-latitude planetary waves.

Figure 8.18: Annual mean tropical (25°S-25°N) ENSO regression coefficients from 1000 to 1 hPa for (a) temperature (K) and (b) ozone (%) from the CCMVal-2 CCMs (1960-2004) and observations: RICH radiosonde data (1960-2004), SSU data (1979-2005), and ERA-40 data (1979-2004); NIWA-3D ozone (1979-2004); Randel&Wu ozone (1979-2005). The ENSO coefficients have been multiplied by 2.5 K. In order to better distinguish, the CCMs solid (top) and dashed (bottom) lines have been separated. Black dots represent the Randel&Wu ozone data analysis from Randel et al. (2009).
and their upward propagation into the stratosphere. Due to this increase in extra-tropical stratospheric planetary wave activity, warm ENSO events have been found to be associated with anomalous warming and anomalously high geopotential heights in the polar stratosphere, both from observations (van Loon and Labitzke, 1987; Brönnimann et al., 2004; Camp and Tung, 2007; Garfinkel and Hartmann 2007) and comprehensive modelling of the troposphere-stratosphere system (Sassi et al., 2004; Manzini et al., 2006; Garcia-Herrera et al., 2006). These signals in temperature are consistent with signals in ozone during ENSO events (Fischer et al., 2008; Steinbrecht et al., 2006; Brönnimann et al., 2006). The ENSO signal in column ozone for the CCMVal-1 models is discussed in Cagnazzo et al. (2009). The polar warming and enhanced ozone associated with warm ENSO events are a manifestation of a stronger Brewer-Dobson circulation during ENSO and a negative signal in both temperature and ozone is therefore also expected in the tropics (Free and Seidel, 2009; Randel et al., 2009; Manzini, 2009).

The ENSO tropical signals in annual mean temperature (left) and ozone (right) from the MLR analysis are shown in Figure 8.18. The maximum ENSO temperature and ozone signals occur in the lower stratosphere (~70 hPa), and the patterns are qualitatively similar between models and observations. Most models show a cooling in the lower stratosphere that surrounds the observed cooling of ~1 K, and values from the CCMs vary over approximately a factor of two, with MRI and ULAQ the only outliers. In the upper troposphere, the observed ENSO warming is about 0.6 K and generally lower than that estimated by the models. The node at the tropopause level (where the regression temperature coefficient changes sign) is well reproduced by the models. The modelled ENSO tropical signal in temperature is therefore consistent with Free and Seidel (2009). Between 150 and 50 hPa a reduction in ozone, ranging from -5 to -15%, is found for most models (with MRI and ULAQ again outliers). The comparison with observations shows results from the NIWA-3D and Randel&Wu data sets, and also results from the SAGE I+II data reported in Randel et al. (2009). The difference between the latter two results are mainly due to the differences in detail of the respective regression models (the MLR here uses volcanic proxies, while Randel et al. (2009) omit volcanic periods). It therefore appears that the ENSO signal is especially sensitive to these differences, because of the overlap of ENSO warm events with the El Chichon (1982) and Pinatubo (1991) volcanic eruptions (Randel et al., 2009). In summary, the model results in Figure 8.18 are broadly consistent with Randel et al. (2009), while the ENSO ozone signals derived from the NIWA-3D and Randel&Wu data are somewhat smaller. These differences in the observations serve to highlight the sensitivity to the regression analysis for the ENSO signal and the possibility that the NIWA-3D and Randel&Wu continuous data time series derived from MRL analysis might not contain all of the observable signals. Note also that ozone variability in the lower tropical stratosphere arises from the combined effects of a number of factors, the QBO, ENSO, the solar cycle and volcanic aerosols: A clear challenge for the MLR analysis approach.

To evaluate the ENSO signal in ozone for the northern polar cap, the methodology developed for the CCMVal-1 models by Cagnazzo et al. (2009) has been applied to the CCMVal-2 models. The results are shown in Figure 8.19, for the relationship between the February-March averaged north polar cap ENSO response in the temperature and column ozone fields. As in Cagnazzo et al. (2009), the ENSO signal has been extracted by calculating difference fields between composites of warm ENSO and NEUTRAL years. Warm ENSO years are defined as the four largest events in the period 1980-1999 and NEUTRAL years are the remaining years when both the four largest warm and cold ENSO events have been excluded. During the period (1980-1999), the cold ENSO events are smaller in magnitude and have not been found to significantly affect the stratosphere (Manzini et al., 2006).

In agreement with Cagnazzo et al. (2009), a clear positive correlation is found between the modelled column ozone and temperature anomalies at high latitude (0.87, significant at more than 99.9%) supporting the idea that anomalies in temperature and column ozone are influenced by the same (Brewer-Dobson circulation) mechanism. This linear relationship is consistent with the one expected from interannual variability: the slope parameter deduced from Figure 8.19 (about 5.5 DU/K) is comparable, within the sampling uncertainty, to the slope calculated using the ERA-40 temperature and NIWA-column ozone from the individual years (Figure 8.8), as well as the one deduced from the CCMVal-1 models, shown in Cagnazzo et al. (2009). Therefore, Figure 8.19 also shows that the spread in the CCMVal-2 model responses is due to internal variability. However, for the CCMVal-2 models there is a less distinct dominance of the cases clustered in the upper-right quadrant (where the signature of observations is located), suggesting that a smaller percentage of the models achieve positive temperature anomalies and increased ozone during ENSO, than the CCMVal-1 models discussed by Cagnazzo et al. (2009).

Cagnazzo et al. (2009) have shown that CCMVal-1 model simulations that did not have a strong enough extratropical ENSO teleconnection pattern in the troposphere did not report a temperature and ozone signal in the stratosphere. This result is found also for the CCMVal-2 models, although in the case of CCMVal-2, models with a significant tropospheric ENSO teleconnection also show negative temperature and decreased ozone responses (not shown). The spread of the CCMVal-2 modelled response therefore...
appears to be influenced more by internal variability than that of the CCMVal-1 models. Distinguishing the role of internal variability and model biases in the ENSO response is therefore less straightforward for the CCMVal-2 models. The inclusion and/or a more detailed representation of additional forcings that may interfere with the ENSO signal, such as the QBO, the solar cycle and aerosols from volcanic eruptions, could possibly explain the differences between CCMVal-1 and CCMVal-2 simulations. Given the close connections between the CCMs that participated in both projects, the CCMVal-1 and CCMVal-2 results are not actually statistically different.

8.8 Volcanic Aerosols

Volcanic eruptions can have a significant impact on stratospheric ozone. Eruptions of sufficient strength inject SO$_2$ into the stratosphere, which is then chemically converted to sulphate aerosols. Volcanic induced ozone changes are related to the effect of volcanic sulphate aerosols on the chemical composition and the radiative balance of the lower stratosphere. Volcanic aerosols provide surfaces for heterogeneous reactions to occur, which can alter the partitioning of catalytic ozone destroying families including NO$_x$ and ClO$_x$. Volcanic aerosols also reflect and scatter incident solar radiation, leading to changes in the photolysis of chemical species, and absorb outgoing longwave radiation, leading to additional heating of the lower stratosphere.

Observed column ozone reduction after the Mt. Pinatubo and the El Chichón eruptions range from about 2% in the tropics to about 5% (Pinatubo) and 2-3% (El Chichón) in mid-latitudes (Angell, 1997; Solomon et al., 1998). Very large ozone losses were observed after the Mt. Pinatubo eruption at high northern latitudes in February and in March, for example Randel et al. (1995) found losses of 10% in total column ozone in 1992 northward of 60°N and 10-12% in 1993. Ozone-sonde profiles after the Mt. Pinatubo eruption show that the concentration did not decrease uniformly at all altitudes (Hofmann et al., 1993; Grant et al., 1994). After the Agung eruption in 1963 a slight increase in global total column ozone was found (Angell, 1997), possibly due to the suppression of nitrogen oxides in the low-chlorine conditions (Tie and Brasseur, 1995).

The methods used to simulate the volcanic impact in the models have been introduced in detail in Chapter 2. Heterogeneous chemical reactions on the volcanic aerosol surfaces are calculated using a prescribed zonal-mean aerosol surface area density (SAD) time series. In the CCMVal-2 model runs, most models have prescribed SADs using the data set compiled and made available through the SPARC Assessment of Stratospheric Aerosol Properties (Thomason and Peter, 2006). The radiative effects of volcanic aerosols have been incorporated into the model in a number of different ways or, in some cases, completely neglected. Chapter 2 (Table 2.18) summarizes the different methods used by the different models, which include (1) no simulation of direct radiative effects, (2) prescribed heating rate anomalies based on offline radiative calculations, (3) online radiative calculations using

![Figure 8.19: Scatter plot of the February-March polar cap ENSO anomaly in column ozone (DU) versus temperature (K, 30-70 hPa average). Black star: NIWA-column ozone versus ERA-40 temperature signature. Colours: CCMVal-2 CCMs. The polar cap averages are computed over 70°N-90°N.](attachment:image.png)
aerosol properties estimated from observations, (4) online radiative calculations using optical depths derived from the SPARC SAD data set (also based on observations) and (5) full microphysical modelling of volcanic aerosols based on prescribed stratospheric influx of volcanic SO₂.

### 8.8.1 Global mean temperature response

The result of volcanic forcing on stratospheric temperatures can be seen most simply through inspection of global-mean annual-mean temperature time series. These are shown at 50 hPa in **Figure 8.20** (top panel), as anomalies from pre-volcanic conditions for the three eruptions of the 1960-2000 time period: Agung (1963), El Chichón (1982) and Mt. Pinatubo (1991). The anomalies are calculated as deviations from the mean of the 5 years (3 years for Agung) preceding the year of the eruption. There is a considerable spread in the post-volcanic eruption temperatures in the models. For example, in 1992 after the Pinatubo eruption, the changes in 50 hPa temperature range from +9 to -1 K, while the observations show a +1 K change.

CNRM-ACM appears as an outlier in this diagnostic, with temperature increases much larger than the other models or the observations. This is related to how the radiative scheme responds to the volcanic aerosols. Subsequent runs of the CNRM-ACM model, in which the aerosol properties have been modified to exhibit less absorption, have shown temperature evolution in the range of that of the CCMVal-2 CCMs (Martine Michou, personal communication, 2009). The temperature response in all of the models is strongly dependent on the parameterisation method employed to simulate the direct radiative effects of volcanic aerosol loading. In the lower panel of Figure 8.20 the anomalies have been replotted, but colour-coded by parameterisation method. This plot shows that using aerosol optical depths derived from the SPARC SADs (red: NiwaSOCOL, SOCOL, WACCM, CMAM) leads, at least in the Pinatubo and Agung eruptions, to anomalously large temperature perturbations compared to those estimated from the ERA-40 data set. Those models that did not include radiative effects of volcanic aerosols (blue: CAM3.5, GEOSCCM, LMDZrepro, UMSLIMCAT, UMUKCA-UCAM) show little change in 50 hPa temperature, although two models show modest (~1 K) decreases after the Pinatubo eruption,
shows cooling after the El Chichón and Pinatubo eruptions even though aerosol radiative heating is included.

### 8.8.2 Vertical temperature response

Inspection of the vertical structure of the temperature anomalies can help evaluate the reason for the discrepancies between models. Figure 8.21 shows the annual mean tropical contribution from the volcanic basis function for Pinatubo (responses for Agung and El Chíchón are shown in Figure S8.10) averaged over 24 months after the eruption for temperature in the tropics, where the temperature increases are largest. The structure of the anomalies is generally consistent between the models, with maximum heating at ~50 hPa (20 km), in good agreement with observations. There is excellent agreement between the models that show the largest response in the region of maximum heating in Figure 8.21 and those that show the largest temperature response in Figure 8.20. The models which include no direct aerosol heating show a negative sign in their temperature response. A number of outliers in Figure 8.20 also show deviations from the general vertical structure. For example, CCSRNIES, which showed post-volcanic cooling at 50 hPa shows a positive response in Figure 8.21 only at heights above 40 hPa, and negative ones between 50 and 100 hPa. On the other hand, the EMAC response is small and restricted to heights below 50 hPa, which helps explain why the EMAC anomalies of Figure 8.20 are different from the other models using prescribed heating rates. The latitude-height structure of the Pinatubo temperature response is shown in Figures S8.11 and S8.12.

### 8.8.3 Ozone response

Figure 8.22 shows global-mean, annual-mean total-column ozone anomalies compared with pre-volcanic conditions. Local minima in the years after the El Chichón and Pinatubo eruptions are associated with the effects of the
volcanic aerosols. Note that in these plots the anomalies are the result of a number of factors including volcanic effects, but also the EESC related trend and the QBO. The observed anomalies after the El Chichón and Pinatubo eruptions were of the order of 10 DU. There is a large degree of scatter in the model results, ranging from some models showing post-volcanic decreases of up to 15-20 DU (CCSRNIES, MRI, ULAQ) and, for El Chichón, small post-eruption increases (EMAC, UMUKCA-METO). For the Agung eruption, some models show a slight increase in the year of the eruption, however, it is impossible to attribute any ozone changes to the volcanic effects, as the spread in modelled values stays relatively constant over the time span shown. Slight differences in the vertical structure of the ozone response (Figure S8.13) can help shed light on why the global-mean total ozone time series in Figure 8.22 differ. The models generally show the largest ozone loss at 30 hPa (25 km). After Pinatubo, two models (CCSRNIES and ULAQ) show responses at lower heights than the other models and these two models are among the models with the largest total ozone losses. The latitudinal distribution of total ozone losses is shown in the supplementary material (Figure S8.14).

Since a large amount of volcano-related ozone loss is related to heterogeneous chemistry, one would expect the models with largest ozone loss to have the largest amounts of chlorine activation. Figure 8.23 confirms this, showing the ozone anomaly in the year following each eruption as a function of the anomaly in ClO at 50 hPa. For each eruption, there is a relatively linear relationship between ozone loss and chlorine activation. Note that by choosing to look only at the year after each eruption, the relationship between ClO and ozone for CNRM-ACM is not well represented by these plots, since this model displays maximum ClO and ozone anomalies three years after each eruption, and in fact shows negative ClO anomalies for the first year after the Mt. Pinatubo eruption (with large increases afterwards). Latitude-time plots of ClO (not shown) and total ozone abundances (Figure S8.14) confirm that the models with largest total ozone loss, including CCSRNIES and ULAQ, are characterized by chlorine activation and ozone loss extending from the tropics to the high latitudes. Thus, the cause of the anomalous ozone loss in these models is the anomalous chlorine activation, which may itself be related to biases in total chlorine since both models received low grades representing Cl\textsubscript{2} in the middle stratosphere (Chapter 6) or too low stratospheric temperatures (Chapter 4).

An interesting feature of the observed ozone loss after the Mt. Pinatubo eruption is the hemispheric asymmetry: NH ozone levels (especially in mid-latitudes) have been observed to decrease after the eruption, while levels in the SH were relatively unperturbed (WMO, 2007). None of the CCMVal-2 models reproduce the observed hemispheric asymmetry in post-Pinatubo ozone loss, for either full hemispheric means or for mid latitudes (see Figures S8.15 and S8.16). Most models have post-Pinatubo SH ozone loss which is comparable to or greater than that observed, while NH ozone loss is less than that observed. Whether or not the models have a QBO (internally generated or nudged) does not appear to have an appreciable effect on this result.

### 8.9 Conclusions

Although the MLR analysis is a powerful tool for synthesizing the relative influence of the variability sources on natural ozone variation, it cannot take into account the fact that the net effect of the natural variations on ozone is usually a non-linear combination of the single contributions of variability factors. Non-linearities have been reported for
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the combined ENSO and QBO signal (Calvo et al., 2009), the solar-QBO and volcanic signals (Lee and Smith, 2003), solar-QBO signals (Smith and Matthes, 2008; Camp and Tung, 2008; Matthes et al., 2010), the solar-SST signal (Marsh and Garcia, 2007; Austin et al., 2008), and ENSO, QBO, and solar interconnections (e.g., Kryjov and Park, 2007; Kuroda, 2007; Kodera et al., 2007). Many of these inter-connections of the natural variability sources are objectives of current research.

Another limitation of the assessment in this chapter is the relatively short observational record which limits the statistical significance of many of the responses to individual components. This is especially true for the 11-year solar cycle, where only data for two and a half cycles are available, and for ENSO, a relatively sporadic event, usually occurring with a wide variety of amplitudes. Additionally, large volcanic eruptions coincided with solar maximum phases of the solar cycle. Another limitation of the available ozone observational time series is that they are reconstruction by statistical models (usually MLR analysis) in order to provide a continuous time series without missing data. Therefore, there is the possibility that the MLR analysis of the reconstructed time series might return signals affected by the periods with missing data.

Because of these limitations, it is still very difficult to quantitatively evaluate (grade) the model performance by individual natural variability factor, especially for the solar cycle, ENSO and volcanoes, and relate their relative importance to the evolution and prediction of stratospheric ozone. Note that Dameris et al. (2006) show a delay of ozone recovery due to solar cycle effects.

Given that estimates of the annual cycle in ozone are the most reliable, the quantitative evaluation of the model performance is carried out only for the climatology and interannual variability of the annual cycle in ozone (Figure 8.24, Table 8.5). The performance of the QBO signal in ozone could be a second candidate for a quantitative evaluation. However, the modelling of this phenomenon in CCMs is in a too primitive stage to apply performance metrics.

For the case of the ozone annual cycle climatology and interannual variability, the model performance is quantified following Taylor (2001). The respective correlations and normalised standard deviations discussed in Sections 8.3 and 8.4 are combined in one grade by means of Equation 5 of Taylor (2001). The results are summarized in matrix form in Figure 8.24. Thereafter, the information in Figure 8.24 is used in the following summaries, by variability factor and model-by-model.

8.9.1 Summary by process

Summary on annual cycle

The comparison with MLS data shows that the processes leading to the annual cycle in the upper stratosphere are well captured by the models: the anti-correlations between temperature and ozone at 1 hPa are broadly captured and provide a simple check of photolysis scheme (Section

Figure 8.24: Matrix displaying the model performance (see colour bar), following Equation 5 of Taylor (2001), for the normalised Taylor diagrams discussed in the chapter. See Table 8.5 for definitions of the assessment factors.
The assessment of the performance of the models for the annual cycle in ozone that is summarized in Figure 8.24 (ah and sah diagnostics), implies that the vertical and latitudinal distribution of the annual cycle in stratospheric zonal monthly mean ozone is very well represented by the majority of the models. There are only two outliers, CAM3.5 and E39CA, respectively showing poor performance in the semi-annual and annual harmonic ozone diagnostics, possibly because of their low top. Concerning the annual mean (amean diagnostic) and the annual cycle in near global column ozone (acc diagnostic), all models perform very well. However, this result does not translate into a lack of global mean ozone bias, as reported in Table 8.2. Major outliers in global mean bias are E39CA and UMUKCA-UCAM, which both overestimate the near-global ozone as well as the North and South polar ozone.

Summary on interannual polar variability

The observed annual cycle in polar column ozone variability is well reproduced by all models, in the sense that all show a minimum in variability in the summer seasons (Section 8.4). In the NH dynamically active period, most of the models under-estimate the interannual polar variability, indicating a common bias. With the exception of CAM3.5, Figure 8.24 (nhivc and shivc diagnostics) shows that models (CNRM-ACM, MRI, ULAQ and WACCM) with poor performance in interannual variability in the NH also perform poorly in the SH, suggesting basic problems in the dynamical core of the models, possibly related to resolution and the parameterisation of the effects of unresolved gravity waves. The model performance in the annual cycle in polar ozone climatology (nhcc and shcc) shows instead a marked hemispheric asymmetry, with good to very good performance in the North polar cap, but poor to very poor in the Southern polar cap. The latter case is therefore highlighted as a systematic bias, due to persistent problems in the combined representation of the chemical and dynamical processes characterizing the morphology of the ozone hole.

The majority of models reproduce quite well the relationship between winter mean heat flux and spring-to-fall ozone ratio in both the NH and SH. This result suggests that the sensitivity of ozone to the heat fluxes is realistic. The only outlier is the ULAQ model, which appears to severely under-estimate the relationship in the NH. The models reproduce the observed ozone-temperature relationship quite well; although in the NH the ozone is less responsive to temperature perturbations in a number of the models than in the observations. Among the models with low sensitivity is again ULAQ, while the relationship is substantially overestimated by CNRM-ACM. In the SH, the spread of the models surrounds the observations, as in the case of the ozone standard deviation. When the parameters of heat flux versus ozone and heat flux versus temperature fits are compared (not shown) there is a good correlation ($>0.6$) between them in both hemispheres. This indicates that models with enhanced polar temperature sensitivity to planetary wave activity also exhibit an enhanced sensitivity of polar ozone to planetary wave activity.
The regression of the column ozone on to the simplified AM index further confirms that the modelled interannual polar ozone variations are due to the known dynamical processes affecting the variability of the stratospheric vortex and that these processes and their connection to ozone are generally well simulated for the majority of the models. Figure 8.24 shows that models previously highlighted with poor performance in interannual variability, are those that tend to perform poorly also in the ozone variations associated with the annular mode (nhc_am and she_am).

Summary on 11-year solar cycle

Most models imposed a solar cycle in the CCMVal-2 REF-B1 simulations (sc group), with only five that did not (no-sc group, i.e., GEOSCCM, UCLAQ, UMKCA-METO, UMKCA-UCAM, UMETRAC, Section 8.5). The solar cycle in total column ozone is qualitatively well represented in the sc group, although with some amplitude spread. Most models reproduce 70-80% of the observed solar total column ozone variations from 60°S to 60°N. MRI, UMSLIMCAT and WACCM show best agreement with observations, while CNRM-ACM, CCSRNIES, CAM3.5, and UCLAQ show the worst agreement. The vertical structure of the tropical solar signal in ozone and temperature is more difficult to model. While the direct solar response in temperature and ozone in the upper stratosphere is well represented (best for WACCM, CMAM, AMTRAC3, and UMSLIMCAT, worst for LMDZ) the vertical structure in the tropics below 10 hPa varies a lot among the models but also among different observational data sets. Especially in the lower stratosphere uncertainties are large and might be related to non-linear interactions with a number of signals (solar, QBO, ENSO, volcanos) that might not be handled correctly in a MLR as discussed earlier. Another limiting factor might be the fact that we only used one simulation from each model. An ensemble mean for the models that delivered several simulations might reduce the large uncertainties in the middle and lower stratosphere as shown by Austin et al. (2008). In general the agreement between the models and between the models and observations is better for ozone than for temperature. The latitudinal representation of the solar response in total column ozone shows improved representation compared with CCMVal-1 but a large spread especially at mid- to high latitudes due to large interannual variability.

Compared to CCMVal-1, the way in which the solar cycle in radiation and chemistry is represented has been improved, by prescribing daily varying spectrally resolved irradiance data from the SOLARIS project (Matthes et al., 2007) instead of scaling to the F10.7 cm solar radio flux as used in CCMVal-1. Nevertheless, the modelled responses still show large differences that might be related to differences in the performance of the radiation schemes (compare Chapter 3, Section 3.6), the photolysis schemes (compare Chapter 6) or to dynamical and transport differences that are very difficult to separate.

Summary on QBO

Metrics are not computed for the QBO signal in ozone because the status of the modelling of the QBO in CCMs is still at a primitive stage (Section 8.6). Some AGCMs in recent years have been able to simulate a quite realistic QBO in zonal winds and related dynamical quantities, but it does not seem that this expertise has passed to the CCMs, possibly because of the computational and/or developmental constraint of the additional chemical modelling. The QBO modelling in the CCMs as implemented for CCMVal-2 therefore remains an outstanding problem.

In summary, there are three groups of models: Group A with negligible tropical variability, Group B with intermediate to large tropical variability, and the Group C models, with externally imposed tropical variability (Table 8.4). The QBO signal in ozone is not simulated by any of the Group A models nor by the AMTRAC3 model of Group B. Although AMTRAC3 showed some signal in tropical variability, it fails in all diagnostics. The rest of the models in Group B, namely MRI, UMETRAC, UMSLIMCAT, and UMKCA-METO, and UMKCA-UCAM, and all models of Group C, show a QBO signal in ozone, albeit with some biases. From the MLR analysis, it is found that these models show a comparable spread in the amplitude of the QBO signal in ozone. Among the models with nudged QBO variability, large overestimations of the amplitude of ozone variations are found for UCLAQ, indicating a problem with the nudging specification. Among the models with internal QBO variability, MRI, UMETRAC, UMSLIMCAT show a periodicity close to the observed average, while UMKCA-METO and UMKCA-UCAM overestimate (by almost a factor 2) the typical QBO periodicity.

Summary on ENSO

For most models, the tropical ENSO signal in temperature is consistent with that estimated by available observations in the lower stratosphere and upper troposphere, in the sense that the model results envelop the observed signatures (Section 8.7). Most models show a comparable response in ozone, although with a spread. In this case, it is hard to judge if the modelled ozone variations are consistent with the observations, because of the large uncertainty in the observational data used. By looking at column ozone a clear picture emerges, with the spread of the model responses explained by interannual variability. Note indeed that the slope (from the ensemble of models) deduced by Figure 8.19 is consistent with the slope estimated by observations in Figure 8.8.
It is concluded that an ENSO signal in temperature and ozone is emerging from the models, especially in the tropical lower stratosphere, where most of the models show a cooling and an ozone reduction. However, because of the large role of interannual variability and the uncertainty in the observations, it is not possible to measure the model performance in the simulation of the ENSO signal in ozone.

Summary on volcanic aerosols

The models show a considerable spread in their simulated response to volcanic eruptions (Section 8.8), as seen in modelled temperature and ozone responses. The fact that many fundamentally different methods have been employed to parameterise the direct effect of volcanic aerosols on the radiative transfer of the stratosphere (Figure 8.21) helps explain, at least in part, the wide range of post-eruption temperature anomalies seen in the different models. For example, models that estimate aerosol optical depth from the SAD data set of WMO (2007) consistently overestimate lower stratospheric temperatures after the Mt. Pinatubo eruption compared to the ERA-40 data set. On the other hand, models which use the GISS aerosol optical depth data set lead to wide ranging estimates of lower stratospheric heating. Post-eruption changes in total column ozone are well correlated with changes in lower stratospheric heating. Post-eruption ClO. It thus appears that while most models use a common aerosol SAD data set to drive anomalous post-eruption chemistry, the models display differing degrees of sensitivity to those aerosols, leading to differing amounts of chlorine activation and associated ozone loss. None of the CCMVal-2 models reproduce the observed hemispheric asymmetry in post-Pinatubo ozone loss, for either full hemispheric means or for mid-latitudes.

8.9.2 Model by model summary

A model by model summary is provided that is based on the grading of the metrics listed in Table 8.5 as well as some approximate grading for the remaining variability factors considered. In a few cases, the evaluation of the modelled key processes responsible for natural ozone variations has not been possible, because the respective external forcing was not included in the models. Three broad groups are identified: (1) models that simulate natural ozone variations well with better or mean performance in most diagnostics, (2) models that simulate natural ozone variations and with mixed and/or limited success, and (3) models that are outliers in many diagnostics for natural ozone variations.

AMTRAC3 accurately represents the annual mean and the annual cycle in ozone, in near global and northern polar column ozone. The variability of column ozone in both polar caps is well represented, while the annual cycle in southern polar cap column ozone is poor. It has a good representation of the solar cycle in ozone and temperature. This model fails to reproduce the QBO signal in ozone. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. The model compares quite well with the observed volcanic effects (optical properties from SAGE/GISS are used for the volcanic aerosols). Overall, AMTRAC3 simulates natural ozone variations well, with better or mean performance in most diagnostics.

CAM3.5 performs well to very well for the annual mean and the annual cycle in ozone, in near global and northern polar column ozone, but it shows a poorer performance in the ozone semi-annual harmonic and in the column ozone variability for both polar caps than other models. It does not accurately represent solar cycle effects in temperature and ozone. The amplitude of the ozone response to the nudged QBO is moderately overestimated. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. This model does not use a parameterisation of volcanic effects and therefore it does not show a volcanic response. CAM3.5 is an outlier in many diagnostics for natural ozone variability possibly related to its low top.

CCSRNIES performs very well for the annual mean and the annual cycle in ozone, in near global and northern polar column ozone. The annual cycle in southern polar cap column ozone and the variability in both polar caps are well represented. It shows unusually large ozone peak values at 10 hPa that might be related to its fast tropical ascent (Chapter 5), and/or its poor performance for nearly all photolysis rates (Chapter 6). This model uses spectrally resolved data to represent the solar cycle and consistently shows large shortwave heating rates. However the solar response in temperature is biased low compared to most models and large biases occur in the solar ozone and temperature signal in the tropical lower stratosphere which lead to large biases in the solar response of total column ozone. The ozone response to the nudged QBO is excellent. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. The model uses SAGE/GISS data to model the effect of volcanoes but fails to reproduce the observed volcanic signals in temperature and ozone. Overall, CCSRNIES simulates natural ozone variations with mixed and/or limited performance in most diagnostics.

CMAM accurately represents the annual mean and the annual cycle in ozone, in near global and northern polar column ozone. The variability of column ozone in both polar caps is well represented, while the annual cycle in southern polar cap column ozone is poor. It uses spectrally
resolved data to represent the solar cycle and is among the best performing models for the solar cycle in the upper stratosphere, but shows larger discrepancies in the middle and lower stratosphere in the tropical ozone signal. This model does not have a QBO signal in ozone. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. This model uses optical properties from SADs to represent volcanic aerosols and tends to overestimate its effects. Overall, CMAM simulates natural ozone variations well, with better or mean performance in most diagnostics.

**CNRM-ACM** performs well to very well for the annual mean and the annual cycle in ozone, in near global and polar column ozone, while the variability of column ozone in both polar caps is poor. The 50 hPa ozone concentrations in NH spring and autumn are biased low. The solar signal in temperature and ozone is substantially overestimated and is the largest among all models. This model does not have a QBO signal in ozone. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. This model includes full volcanic aerosol microphysics, but due to the way the radiative scheme responds to volcanic aerosols, it produces anomalously large temperature responses to volcanic effects. CNRM-ACM is an outlier in many of the diagnostics for natural ozone variability shown in this chapter.

**E39CA** performs well to very well for the annual mean and the annual cycle in ozone, in near global and northern polar column ozone. The variability of column ozone in the polar caps is well represented in the north but very poor in the south. The model shows a poorer performance in the ozone annual harmonic and it fails to reproduce the annual cycle in southern polar cap column ozone. It also shows poorer performance in the ozone variations associated with the annular mode, suggesting that the good performance in NH ozone variability might be the result of compensating errors. The global mean column ozone is biased high everywhere. Similarly to CAM3.5, it does not capture the solar temperature signal, possibly due to its low lid. The amplitude of the ozone response to the nudged QBO is slightly overestimated. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. To mimic the effects of volcanic aerosols, prescribed heating rate anomalies are used that provide temperature reactions close to the observed ones. Overall, E39CA simulates natural ozone variations with mixed and only limited success, possibly related to its low lid.

**EMAC** accurately represents the annual mean and the annual cycle in ozone, in near global and northern polar column ozone. The variability of column ozone in both polar caps is well represented. The model fails to reproduce the annual cycle in southern polar cap column ozone. It has a good representation of solar induced ozone changes and their effect on heating but shows smaller temperature and ozone responses than most models which result in a lower than observed solar regression coefficient for total column ozone. The amplitude of the ozone response to the nudged QBO is less overestimated than for the rest of the models with nudged QBO, possibly because of the biased low variability in the lower stratosphere. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. EMAC uses prescribed heating rates to simulate the effect of volcanoes but fails to represent it correctly. Overall, EMAC simulates natural ozone variations well, with better or mean performance in most diagnostics.

**GEOSSCM** accurately represents the annual mean and the annual cycle in ozone, in near global and northern polar column ozone, but shows a poor performance in the annual cycle in southern polar cap column ozone. The variability of column ozone in the polar caps is well represented in the north but very poor in the south. It also shows poor performance in the ozone variations associated with the annular mode. This suggests that the good performance in NH ozone variability might be the result of compensating errors. The global mean column ozone is biased high, in both polar caps. It does not prescribe a solar cycle in irradiance, has no QBO signal in ozone, and did not include radiative effects of volcanic aerosols, and hence does not show a volcanic signal in temperature or ozone. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. Overall, GEOSSCM simulates natural ozone variations with limited success.

**LMDZrepro** accurately represents the annual mean and the annual cycle in ozone, in near global and northern polar column ozone. The variability of column ozone in the polar caps is well represented in the north but poor in the south. The annual cycle in southern polar cap column ozone is poor. It prescribes solar cycle variations as total solar irradiance (TSI) changes in the heating and spectrally resolved in the photolysis leading to a small short wave heating and therefore largely under-estimates temperature changes when compared to the majority of the models. Solar induced ozone variations are well reproduced. This model does not have a QBO signal in ozone. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. It does not include any volcanic forcing; hence it does not show a response. Overall, LMDZrepro simulates natural ozone variations moderately well, with mean or limited performance in most diagnostics.

**MRI** accurately represents the annual mean and the annual cycle in ozone, in near global and northern polar column ozone, while the variability of column ozone in both polar
caps is poor. The model fails to reproduce the annual cycle in southern polar cap column ozone. It prescribes spectrally resolved solar irradiance variations leading to the highest shortwave heating rates and relatively large solar cycle temperature and ozone responses as compared with other models, especially in the upper stratosphere. Both the amplitude and the period of the QBO signal in ozone are well represented. However, this model is one of the few that under-estimates the tropical ENSO signal in temperature and ozone. It uses optical properties from SAGE/GISS and overestimates the volcanic effect on temperatures by a factor of almost two. Overall, MRI simulates natural ozone variations with mixed and limited success.

**NiwaSOCOL** performs well to very well for the annual mean and the annual cycle in ozone, in near global column ozone, and in the variability of column ozone in the northern polar cap. The annual cycle in northern polar cap column ozone is poor and the model fails in the southern polar cap column ozone and variability. The solar response in temperature and ozone is less than in most other models. The amplitude of the ozone response to the nudged QBO is well represented. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. To represent volcanic effects, the model uses optical properties derived from SADs and, except for El Chichón, the volcanic signals are largely overestimated. Overall, NiwaSOCOL simulates ozone variations with mixed and limited success.

**SOCOL** performs well to very well for the annual mean and the annual cycle in ozone, in near global column ozone, and in the variability of column ozone in the Northern polar cap. The model fails to represent the annual cycle in polar column ozone and variability. Compared to NiwaSOCOL it shows a slightly larger solar response in temperature and ozone and very similar QBO and volcanic signals. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. Overall, SOCOL simulates natural ozone variations with mixed and limited success.

**ULAQ** performs well to very well for the annual mean and the annual cycle in ozone and in near global and northern polar ozone, but it shows a poorer performance in southern polar ozone. The model fails to reproduce the variability of column ozone in both polar caps. It does not prescribe a solar cycle, and the amplitude of the ozone response to the nudged QBO is substantially overestimated. This model under-estimates the tropical ENSO signal in temperature and ozone. The model uses full aerosol microphysics to represent volcanic effects. Except for Agung, the correspondence with observations is remarkable. Overall, ULAQ is an outlier in many of the diagnostics for natural ozone variability shown in this chapter.

**UMETRAC** performs well to very well for the annual mean and the annual cycle in ozone, in near global and northern polar column ozone, but fails to reproduce the annual cycle in southern polar column ozone. The variability of column ozone in both polar caps is well represented. The global mean in northern polar column ozone is biased low. It does not prescribe solar cycle changes. The period of the internally generated QBO signal in ozone is well represented, while the amplitude is biased high. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. It was not evaluated in the volcanic section since data were delivered too late. Overall, UMETRAC simulates natural ozone variations with mixed and/or limited success.

**UMSLIMCAT** accurately represents the annual mean and the annual cycle in ozone, in near global column ozone. The variability of column ozone in both polar caps and the annual cycle in northern polar column ozone are well represented, but the model fails to reproduce the annual cycle in southern polar column ozone. It includes spectrally resolved data and shows larger than average solar temperature and ozone signals, leading to a good correspondence in the total column ozone solar regression coefficient. The period of the internally generated QBO signal in ozone is well represented, while the amplitude is biased low. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. It does not include radiative effects of volcanic aerosols and shows modest decreases after the Pinatubo eruption, as expected from chemical induced ozone decrease. Overall, UMSLIMCAT simulates natural ozone variations well, with better or mean performance in most diagnostics.

**UMUKCA-METO** accurately represents the annual mean and the annual cycle in ozone, in near global and northern polar column ozone. The variability of column ozone in both polar caps is well represented. The model fails to reproduce the annual cycle in southern polar cap column ozone. In the polar caps, the global mean column ozone is biased high. It does not prescribe solar cycle effects. The amplitude of the internally generated QBO signal in ozone is well represented, while the period is biased high. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. The model uses optical properties from GISS and gives a close representation of observed ozone changes after volcanic eruptions. Overall, UMKUCA-METO simulates natural ozone variations well, with better or mean performance in most diagnostics.

**UMUKCA-UCAM** performs well to very well for the annual mean and annual cycle in ozone, in near global and northern polar column ozone. The variability of column ozone in the northern polar caps is well represented. The
model fails to reproduce the annual cycle in southern polar cap column ozone and variability. The global mean column ozone is biased high, everywhere. It only prescribes TSI changes and therefore misrepresents solar cycle effects. The amplitude of the QBO signal in ozone is well represented, while the period is biased high. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. It does not include radiative effects of volcanic aerosols and it does not show a volcanic response. Overall, UMUKCA-UCAM simulates natural ozone variations with mixed and/or limited success.

**WACCM** accurately represents the annual mean and the annual cycle in ozone in the variability of column ozone. The annual cycle in northern polar cap is well represented. The model fails to reproduce the annual cycle in the southern polar cap column ozone and in the variability of ozone in both polar caps. It uses spectrally resolved solar irradiance data and is the model that best represents the solar cycle signal among the models considered here. The amplitude of the ozone response to the nudged QBO is moderately overestimated. The tropical ENSO signal in temperature and ozone is within the cluster of model responses. To represent volcanoes it uses optical properties derived from SPARC SADs and largely overestimates the temperature response after the Agung and Pinatubo eruptions. Overall, WACCM simulates natural ozone variations with mixed or in some diagnostics limited success.
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Figure S8.9: Latitude-time series of monthly zonal mean ozone concentration (DU/km) from 1993 to 1996 (data treated as Figure 8.14) for SAGE observations and the CCMVal-2 CCMs.
Figure S8.10: As Fig. 8.21 but for Agung (top) and El Chicon (bottom) (averaged over 24 months after the eruption) from 1000 to 1 hPa, temperature (K) for the CCMVal-2 CCMs and the ERA40, SSU and RICH observations.
Figure S8.11: Latitude-height distribution of the volcanic response contribution from CCMVal-2 CCMs (1960-2004) for Pinatubo (averaged over 24 months after the eruption) from 1000 to 1 hPa. Temperature in K.
Figure S8.12: same as Fig. S8.11, but for observations (left panel RICH and right panel ERA-40).
Figure S8.13: Same as Figure S8.11 but for ozone in %.
Figure S8.14: Latitude-time contour plots of column ozone differences from the 1985-1990 mean climatology over the years 1990-1995. Contours are spaced by 20 DU, with colored contours beginning at -10 and +10 DU. Note that an increase in the strength of ozone loss in the Antarctic spring is expected even without volcanic influence (see behavior for GEOSCCM, which does not include any volcanic forcing), due to the increasing levels of EESC over this time period.
Figure S8.15: Total ozone anomalies from pre-Mt. Pinatubo eruption period (1985-1990) for NH (left column), and SH (middle column), smoothed by a five-year box-car function. Right column shows differences between the two hemisphere anomalies (NH-SH). Rows separate models with respect to Group A (top row), Group B (middle row) and Group C (bottom row) of the QBO Table 8.4. Observations (TOMS+gb, black) show more post-Pinatubo ozone loss in the NH than in the SH, which is not well simulated by the CCMVal models.
Figure S8.16: Same as S8.15 but for midlatitude (30°-60°) regions of each hemisphere.
Figure S8.17: Residual (difference between original and fitted data) for column ozone for the CCMVal-2 CCMs.
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9.1 Introduction

The long-term evolution of ozone is influenced by a wide variety of factors that may be broadly separated into radiative, dynamical, transport, chemical and external forcing processes. Many of the processes are also coupled in the sense that, for example, dynamical changes lead to chemical changes, which feed back onto the dynamics. Therefore, although it is convenient to try to separate the effects of individual processes on ozone amounts, to some extent this can be a matter of definition and the stratosphere needs to be treated as a whole.

Radiative effects related to ozone were discussed in Chapter 3. Stratospheric temperature (and hence ozone chemistry) is influenced by radiative processes through changes in the long-lived greenhouse gases (GHGs) (Shine et al., 2003); primarily CO$_2$, although CH$_4$, H$_2$O, and N$_2$O are minor contributors. The stratospheric temperature also has an important influence on the formation of polar stratospheric clouds, which are implicated in polar ozone destruction. Ozone itself is a radiative gas. The radiative effects combined — due to GHGs and ozone — induce temperature changes. In turn this changes the planetary wave driving of the Brewer-Dobson (BD) circulation, which on climate time scales leads to increased transport (Butchart and Scaife, 2001).
Dynamical effects related to ozone were discussed in Chapter 4. Ozone amounts are influenced by both resolved and parameterised wave forcing. Resolved waves include synoptic scale and planetary waves, which have in particular a direct effect on the polar vortex. Most models include parameterisations for both orographic and non-orographic gravity waves (Chapter 2), which are crucial to simulate realistic polar vortex strength. For those models that have sufficient vertical resolution, there is the potential to model a spontaneous Quasi-Biennial Oscillation (QBO) (Takahashi, 1996). The QBO is an important part of the tropical variability, but also contributes to interannual variability in high latitude stratospheric winds by the well-known Holton-Tan effect (Holton and Tan, 1980). These processes have a direct effect on ozone amounts through transport. Dynamical processes also influence temperatures which in turn affect the chemistry of ozone because of the temperature dependence of the reaction rates.

Transport effects were discussed in Chapter 5. The net ozone change is essentially the balance between transport and chemistry, and small changes such as those due to the changes in the BD circulation (Shepherd, 2008) can have important direct changes on ozone as well as influencing the concentrations of long-lived species, in particular Cl and NOx, which produce further chemical changes (Douglass et al., 2008).

Chemical effects related to ozone were discussed in Chapter 6. Chemical processes in recent decades have been dominated by the evolution of halogen loading (Eyring et al., 2006), which will also remain the focus of attention for several decades to come. While chlorine remains present in high concentrations in the atmosphere, volcanic eruptions will also play an important role through the supply of sites for heterogeneous reactions (Tie and Brasseur, 1995). Changes in water vapour concentration have a dual role; in changing the concentration of HOx radicals, and in changing the amount of polar stratospheric clouds (PSCs). HOx catalytically destroys ozone and changes the balance of other chemical species. Increases in PSC amounts lead to enhanced ozone destruction in the presence of high halogen amounts. N2O increases lead to increased NOy, and future ozone loss (Portmann and Solomon, 2007).

The UTLS region (Chapter 7) is important to ozone since, for example, water vapour concentrations in the stratosphere depend on the tropical tropopause temperature. The tropical pipe (Plumb, 1996) is also a source of very short-lived species which contribute to ozone depletion (WMO, 2007, Chapter 2).

Forcings external to the atmosphere also contribute to ozone change and were discussed in Chapter 8. At the top of the atmosphere, solar cycle variability leads to changes in ultraviolet (UV) flux which contributes to ozone variability via changes in photolysis rates (Austin et al., 2008). Unlike most other processes considered, though, this is cyclic rather than systematic, apart from historical periods such as the Maunder Minimum of several centuries ago. The lower boundary of the atmosphere is coupled to the sea surface, which will influence and be influenced by tropospheric dynamics, which in turn can affect stratospheric wave propagation (Garnkel and Hartman, 2007). Volcanic aerosols also affect ozone through heterogeneous chemical effects and via radiative heating (Chapter 3). Finally, the extent to which sea-surface temperatures (SSTs) and the troposphere influence the stratosphere will be determined in small part by the effect of the stratosphere on climate (Chapter 10).

The degree to which all of these factors combined influence the future evolution of ozone is investigated using the simulations of CCMVal-2, described in Chapter 2. The two sets of results from experiments REF-B1 and REF-B2 are used. In REF-B1, sea surface temperatures (SSTs) and external forcing parameters including the solar cycle, were specified from observations. In REF-B2, the greenhouse gas (GHG) scenario SRES A1b and the halogen scenario A1 from WMO (2007) were used to investigate the future behaviour of stratospheric ozone until the end of the 21st century. The results are found to depend broadly on latitude and hence it is most natural to divide the results into tropical, mid-latitude, and polar regions. For each of these regions the goal of this Chapter will be:

- To review and update our understanding of the dominant factors that affect ozone depletion and recovery in that region.
- To present the projected past and future ozone change from the new (CCMVal-2) CCM simulations and compare this with the projected ozone change from the previous (CCMVal-1) CCM simulations.
- To pull together “future-change” information for these factors from the relevant chapters of this report to understand the evolution of ozone and to estimate the relative importance of any competing factors.
- To identify outstanding modelling issues that are central to the accurate prediction of long-term ozone in that region.

In addition, in Section 9.6 the results from the different regions are brought together to address the issue of ozone recovery and its timing. The 2006 Ozone assessment (WMO, 2007) expressed ozone recovery in terms of ozone increase relating to a reduction in ozone depleting substances (ODSs). Here, we need to consider a more generalised ozone recovery, which takes account of changes in GHGs as well. In this respect ozone recovery can be considered in the same way as tropospheric temperature change, and attribution analyses can be undertaken to determine the cause of ozone recovery, whether it is chemical (via ODS reduction for example), radiative (via temperature change on the reaction rates) or dynamical (via chang-
es in transport). Hence, we use the term “ozone recovery” to imply the process of an increase in ozone. We avoid terms such as “full recovery” and “super-recovery”, which imply the need for an ozone or ODS benchmark. Instead, we refer to points along the path of ozone increase as “recovery to 1980 levels” or “return to 1980 levels”. We also consider other reference dates, such as 1960, reflecting the loss of ozone that likely occurred prior to the availability of extensive satellite measurements of ozone.

9.2 Analysis methods

The CCMVal results are investigated using two distinct analysis methods. In Section 9.2.1 we present a multi-model time series analysis method which is used to document the evolution of total column ozone and chlorine amounts. In Section 9.2.2 we summarize the multi-linear regression methodology that is used to attribute individual model sensitivities to chemistry and temperature.

9.2.1 Multi-Model Time Series Analysis

Ideally, a comparison between CCMVal-1 and CCMVal-2 projections would be based on analyses that produced quantitative predictions and uncertainty estimates of ozone and ozone related indices. In previous studies, time series analysis of CCMVal simulations (WMO 2007, Eyring et al., 2007) have provided mostly qualitative results making it difficult to formulate and utilize multi-model projections. Instead, we formulate a new analysis procedure based on a statistical framework that employs a nonparametric additive model to estimate individual-model trends (IMT) and multi-model, trends (MMT). Here, the term “trend” refers to a smooth trajectory passing through the time series data representing the “signal”, leaving a “noise” field as the residual. The goal in this procedure is the definition of the simplest nonparametric additive model whose trend estimate produces residuals that satisfy assumed properties of noise (e.g., that it be an independent normally distributed random variable). The use of a statistical framework based on a probabilistic model allows the trend estimates to be used to make formal inference (e.g., calculation of confidence and prediction intervals). We shall refer to this new time series additive-model analysis as the “TSAM” analysis. Attractive properties of the TSAM analysis include: the production of smooth trend estimates out to the ends of the time series, the ability to model explicitly interannual variability about the trend estimate, and the ability to make rigorous probability statements. Because the TSAM analysis is based on a testable probabilistic model, the suitability of the particular nonparametric additive model used can be validated.

The TSAM analysis adopted here consists of three steps: estimation of individual model trends (IMT), baseline adjustment of these trends, and the weighted combination of the IMT estimates to produce a multi-model trend (MMT) estimate. Much of the development effort of the TSAM analysis has gone into the final weighting step. The formulation allows the specification of prior model weights if this is desired (e.g., metric-based performance weighting, although in the present application of the TSAM, this feature was not used) in the evaluation of the final MMT estimate. Two types of uncertainty intervals are constructed for the MMT estimate. The first is the point-wise 95% confidence interval. This interval has a 95% chance of overlapping the true trend, representing the local uncertainty in the trend at each year. The second interval, larger by construction, is the 95% prediction interval. This interval is a combination of uncertainty in the trend estimate and uncertainty due to natural interannual variability about the trend. It gives an idea of where an ozone value for a given year might reasonably lie.

A complete description of the TSAM is provided in Appendix B. Along with detailed examples of its application. A supplement to the chapter has been created in which a more complete set of TSAM diagnostics are provided along with an analysis of its sensitivity to outliers and a comparison with the simpler methods of time series analysis employed for CCMVal-1.

In the following sections, three types of figures will be presented that relate to the application of the TSAM analysis on ozone related time series. The first (e.g., Figure 9.1 left-hand column) represents initial IMT estimates of the raw time series data. This initial smooth fit is used to define a baseline value for each model, and a multi-model mean baseline value for a specified reference year. Taking the reference year as 1980 for example, anomaly time series would be constructed by taking the raw time series and subtracting their respective 1980 baseline values. Finally, to each anomaly time series the multi-model mean 1980 baseline value would be added. In this example, we would refer to these as “1980 baseline-adjusted” time series. The second type of figure (e.g., Figure 9.1 right-hand column) displays IMT estimates of the baseline-adjusted time series and it is these that are used to define the MMT estimate in the final step of the TSAM analysis. The third type of figure (e.g., Figure 9.2) shows the baseline-adjusted MMT estimate (heavy dark-grey line) along with its 95% confidence, and 95% prediction intervals (light- and dark-grey shading respectively). Further details may be found in Appendix B and a complete set of these figures appears in Section 9S.1 of the supplement to this chapter. The final MMT estimates are suitable for the production of multi-model estimates of return dates and this is discussed in Section 9.6.

9.2.2 Multi-linear regression analysis

Multiple linear regression (MLR) is used to deter-
mine the relationship between ozone amounts and physical parameters to try to obtain the reasons for the modelled ozone trends. We concentrate on the middle and upper stratosphere, where the processes are more amenable to this analysis. The method used here is based on Oman et al. (2010) which separates the contributions of explanatory variables to changes in extra-polar ozone. As discussed in Oman et al. (2010), the MLR method focuses on the variables contributing to ozone change rather than the specific surface forcings (e.g., CO₂, N₂O, CH₄, and Halogens). The explanatory variables are temperature, NOₓ, HOₓ and Clₓ + αBrₓ. For those models which did not supply HOₓ (AMTRAC3 and UMUKCA-UCAM) this term was not included in the analysis. Likewise, several models (CAM3.5, CNRM-ACM, UMSLIMCAT, and UMUKCA-UCAM) did not supply bromine, or bromine was not included in the simulations, and so the bromine component of Clₓ + αBrₓ was set to zero.

The purpose of the analysis is to estimate the contribution of the different chemical mechanisms to the simulated changes in ozone. The principal analysis method used is multiple linear regression (MLR), which for a given location is applied to determine the coefficients mₓ such that

\[ \Delta O₃(t) = \sum_j m_j \Delta x_j(t) + \epsilon(t) \]  

(9.1)

where the \( x_j \) are the independent parameters of the regression and \( \epsilon(t) \) is the residual. Four explanatory variables \( x_j \) are used: Clₓ + αBrₓ, NOₓ = NO + NO₂ + NOₓ, 2N₂O₅ + HNO₃ + HNO₄ + ClONO₂ + BrONO₂, HOₓ = OH + HO₂, and temperature, \( T \). \( m_j \) is later referred to as the ‘sensitivity’ of \( O₃ \) to the independent parameter \( x_j \). Each of the product terms on the right hand side of Equation 9.1, \( m_j \Delta x_j(t) \), represents the contribution of \( x_j \) to the ozone change. For the term Clₓ + αBrₓ, \( \alpha \) is taken to be 5, the appropriate value for the upper stratosphere (Daniel et al., 1999), which is the region of the atmosphere considered here.

The MLR analysis is more difficult to interpret in the lower stratosphere, where photochemical time scales are comparable to the dynamical time scales. Hence temperature changes can induce chemical changes in ozone as well as reflecting dynamical variations which induce transport changes in ozone. Since these effects are often opposed, the resulting regression fit is poorer.

### 9.3 Tropical Ozone

#### 9.3.1 From the 2006 WMO assessment:

- A small (2%) increase in column ozone is expected from 2000 to 2020.
- The 2050 column ozone is expected to be slightly lower than 1980 values.

- Decreased ozone occurs in the lower stratosphere, due to the enhancement of the BD circulation, which is expected to bring up ozone-poor air from the troposphere.

### 9.3.2 Further analysis of the CCMVal-1 runs

The strength of the BD circulation is expected to increase on climate time scales (Butchart and Scaife, 2001; Butchart et al., 2006; McLandress and Shepherd, 2009a), driven by increases in GHGs. Li et al. (2008) and Oman et al. (2009) show that the BD circulation is also driven in part by changes in ozone, with the circulation changing fastest during the last two decades when ozone depletion was strongest. In the future, as ozone recovers, the BD circulation is expected to increase less rapidly (Li et al., 2008; Oman et al., 2009). Model simulations agree well with calculations of upwelling derived from radiosonde observations (Yang et al., 2008), although it is not currently feasible to determine observed trends because of the quality of the data. An indirect way of estimating the trend in upwelling is via the age of air, which should decrease due to climate change (e.g., Austin and Li, 2006; Garcia et al., 2007). However, although measurements do not show a trend in age of air (Engel et al., 2009), because of their large uncertainties, they do not necessarily contradict CCM results (Waugh, 2009).

The change in the BD circulation gives rise to upward transport of ozone and other constituents in tropical regions, leading to lower tropical ozone in particular (e.g., Shepherd, 2008). The decrease of column ozone due to transport is comparable to the increase in the upper stratosphere due to stratospheric temperature change (e.g., Li et al., 2009).

Recent work has also investigated trends in the position of the tropopause (Son et al., 2008; Gettelman et al., 2009; Austin and Reichler, 2008). These studies show that the tropopause height is expected to increase in the future at a similar rate as the increase of the past few decades. The tropopause pressure is also simulated to decrease at a similar rate in the future as in the past. Austin and Reichler (2008) also show that in AMTRAC, the BD circulation is closely related to tropopause pressure and that their model simulates larger tropopause pressure trends than observed. These studies combined indicate that models with larger trends in upwelling give rise to larger trends in tropopause pressure, and that the mean of the models considered by Son et al. (2008), which included both small BD trends as well as large trends, is in good agreement with observations. In independent calculations, Fomichev et al. (2007) also show that an increase in SSTs leads to a warmer and higher tropopause. A plausible physical mechanism for the tropical SST influence is the strengthening of tropical upwelling via deep convection (Deckert and Dameris, 2008).
The implication of the trend in tropopause pressure is to reduce ozone at a given pressure just above the tropical tropopause. This would also follow directly from the increased upwelling in that region. A reduction in ozone has been observed in that part of the atmosphere (Randel and Wu, 2007) exceeding 6%/decade since 1980, which is too large to be understood on the basis of known chemistry, as radical concentrations are considered too small to have had a significant impact. The trend in ozone in this region has an important radiative impact, which leads to temperature trends in the tropopause region that are in much better agreement with observations than the simulations of the Coupled Model Intercomparison Project 3 (Forster et al., 2007). The advantage of a CCM is that ozone is reasonably accurate in the vicinity of the tropopause, whereas in models with specified ozone, the connection between the local tropopause and the ozone amount is lost, and this has a significant impact on net heating rates (Forster et al., 2007).

9.3.3 Tropical TSAM analysis

The TSAM analysis is applied to both the CCMVal-1 and current CCMVal-2 tropical total column ozone and 50 hPa total inorganic chlorine to identify any changes or improvements in moving to the newer models. In the left-hand column of Figure 9.1 we present the raw time series data and the initial TSAM individual model trend (IMT) estimates for the TSAM analysis of CCMVal-1 (top) and CCMVal-2 (bottom). Observations are shown in black for four observational data sets (see text). A lowess fit (with smoother span f=0.4) to the observations appears as a black line in all panels. The observations are not baseline-adjusted in the right-hand panels.
employ the nonparametric additive model discussed in Appendix B and were verified by an analysis of the residuals (e.g., see Appendix B.3). Observations of total ozone from four data sets are also presented in Figure 9.1 (black lines and symbols). These include ground-based measurements (updated from Fioletov et al. (2002)), merged satellite data (Stolarski and Frith, 2006), the National Institute of Water and Atmospheric Research (NIWA) combined total column ozone database (Bodeker et al., 2005), and from Solar Backscatter Ultraviolet (SBUV, SBUV/2) retrievals (updated from Miller et al. (2002)).

Both the CCMVal-1 and CCMVal-2 time series display a wide range of background total ozone values over the entire REF-B2 period, which extend significantly above and below the observed values in this region. While the biases of most models have remained unchanged between the two inter-comparison projects, two models show significant differences from CCMVal-1 to CCMVal-2: WACCM has changed from a positive bias to a negative bias and UMSLIMCAT has changed from a near zero bias to a significant negative bias.

As described in Sections 9.2.1 and Appendix B, relative to a selected reference date, baseline-adjusted time series and IMT estimates are computed in the second step of the TSAM analysis to facilitate a closer comparison of the predicted evolution of ozone indices between models. Analogous to the analysis performed in Chapter 6 of WMO (2007) and Eyring et al. (2007), anomaly time series are created for each model about a baseline value prior to significant ozone loss. Here, the baseline value is taken to be the initial IMT estimate at a selected reference date (e.g., 1980).

The baseline-adjusted time series are then formed by adding a constant so that each anomaly time series goes through the multi-model average of the IMT estimates at the reference date. Since the multi-model average of the IMT estimates is a close approximation to the final multi-model trend (MMT) estimate derived in the third step.

Figure 9.2: 1980 baseline-adjusted multi-model trend (MMT) estimates of annually averaged total ozone for the latitude range 25°S-25°N (heavy dark grey line) with 95% confidence and 95% prediction intervals appearing as light- and dark-grey shaded regions about the trend (upper panels). The baseline-adjusted IMT estimates, and unadjusted lowess fit to the observations are additionally plotted. CCMVal-2 results appear on the left and CCMVal-1 results appear on the right. The lower panel shows the same analysis of CCMVal-2 data but for a baseline adjustment employing a 1960 reference date.
of the TSAM analysis, the baseline adjustment may be viewed simply as forcing the anomaly time series to go roughly through the final MMT estimate at the reference date. The baseline-adjusted IMT estimates employing a reference date of 1980 are presented in the right-hand panels of Figure 9.1. Comparing the left- and right-hand panels of this figure it can be seen that the TSAM analysis has been very effective at providing a common reference for the total ozone time series allowing a clearer comparison of the predicted evolution between models. The baseline-adjusted time series employing a reference date of 1980 show improved agreement with observations for CCMVal-2 relative to CCMVal-1. From the left-hand panels of Figure 9.1 it can be seen that this improvement in CCMVal-2 is fortuitous in that it has not come from a reduction in the spread of models but rather through a more even spread about the observations.

In the two top panels of Figure 9.2 the 1980 baseline-adjusted MMT estimates (thick grey line) computed in the final step of the TSAM analysis for the 25°S-25°N total column ozone in CCMVal-2 (left) and CCMVal-1 (right) are presented. The 95% confidence and 95% prediction intervals for the MMT estimate are also displayed in these panels as the light and dark-grey shaded intervals respectively and the IMT estimates are superposed on top of the MMT estimate. A comparison of the MMT estimates in this figure reveals a reduced uncertainty and closer agreement with the observations for CCMVal-2 relative to CCMVal-1. The tighter confidence intervals for the CCMVal-2 MMT estimate have two sources. The first is that more models in CCMVal-2 submitted data that extended over a greater portion of the requested period (1960-2100). The second is that several of the models (e.g., AMTRAC3 and WACCM) have improved. In AMTRAC3 the improvements have arisen from the reduction in lower stratospheric chlorine.

The MMT estimates in the upper panels of Figure 9.2 indicate that the evolution of total ozone in the tropics is relatively unchanged between the CCMVal-1 and CCMVal-2 data sets. There is a general decline from the start of the integrations until about the year 2000. Following a gradual increase until about 2050, column ozone amounts decline slightly toward the end of the century. However, after the year 2000, the secular variation in annual mean tropical ozone is only about 10 DU. Increased transport by the BD circulation is likely one of the largest drivers (Shepherd, 2008; Li et al., 2009), and chlorine only has a small influence. The corresponding TSAM analysis of the 50 hPa Cl₂ in this latitude band may by found in Figures 9S.5.8 in the supplement to this chapter.

Finally, in the lower panel of Figure 9.2 we consider the impact of using the earlier reference date of 1960 for the baseline-adjustment of total column ozone time series.
This is only possible for the CCMVal-2 data. It can be seen that the use of an earlier reference date for the pre-ozone-hole baseline causes a significant increase in the spread of the anomaly time series particularly at the time of maximum ozone depletion. Relative to using a 1980 reference date for the baseline adjustment, the use of 1960 causes the MRI and CNRM-ACM to be larger outliers having excessive ozone depletion in all years. SOCOL is an outlier for both 1960 and 1980 baselines after about 2050. This is due to the BC circulation and trend being particularly large in that model, as indicated in Figure 9.6 (see also Chapters 4 and 5). The use of reference dates spanning the range 1970-1980 for both total column ozone and 50 hPa Cly is presented in Section 9S.1 of the supplement to this chapter.

**9.3.4 Multiple linear regression analysis**

Figure 9.3 shows the sensitivity of tropical (25°S - 25°N) ozone to temperature, Cl_y + αBr_y and NO_y. There is general agreement among models in the middle to upper stratosphere with the exception of MRI and CNRM-ACM, which show higher ozone sensitivities to Cl_y + αBr_y and AMTRAC3 which has more sensitivity to NO_y than most models. The MRI results are consistent with the findings of Chapter 6 showing a much higher than expected ClO/Cly ratio. However, at this time it is not clear why CNRM-ACM and AMTRAC3 show these higher sensitivities.

Figures 9.4a and b show the evolution of ozone and its change relative to 1980 at 5 hPa in the tropics (25°S - 25°N). There is a large spread in the time-mean values of
ozone, from 8 to 12 ppmv, and the change relative to 1980 levels also varies substantially. Most models show a peak ozone loss of about 0.25 to 0.5 ppmv by the year 2000 and exceed 1980 levels around the year 2020, and 1960 levels by about 2040. MRI and CNRM-ACM have larger than average peak ozone loss, whereas AMTRAC3 has less than average. Generally, those models with a smaller ozone loss recover earlier, and those with a larger loss recover later.

Similar variations can be seen in the change in Cl$_y$ + αBr$_y$ (Figure 9.4c), suggesting that differences in peak ozone loss and date of return to 1960 and 1980 levels can be explained partially by differences in contributions from Cl$_y$ + αBr$_y$. However, this relationship is not the only relevant factor, as MRI and CNRM-ACM have the largest peak ozone loss, but do not have the largest change in Cl$_y$ + αBr$_y$. Upper stratospheric ozone is also influenced by temperature, with most models cooling by 7-9 K from 1960-2100. Those models with the largest cooling, 10-11 K (CCSRNIES, CMAM, LMDZrepro, UMSLIMCAT) also have some of the largest temperature contributions to the ozone change. The contributions of Cl$_y$ + αBr$_y$ and temperature to the ozone change, computed from the regression analysis, are shown in Figures 9.4d and f respectively. The term that dominates the trends in ozone at this level varies depending on the time period, but in general Cl$_y$ + αBr$_y$ dominates over the past and beginning of the 21st century, with temperature changes causing the largest ozone changes during the 2nd half of the 21st century. The contributions from NO$_y$ and HO$_x$ under the chosen A1b GHG scenario are negligible in most cases and are not shown.
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The ClO/Cl\textsubscript{y} ratio for MRI suggests that the model has much larger amounts of ClO than should be expected (Chapter 6) which leads to the high sensitivity of ozone to Cl\textsubscript{y} + αBr\textsubscript{y} noted here. The reason for the high sensitivity of CNRM-ACM is not clear. The low Cl\textsubscript{y} + αBr\textsubscript{y} contribution of AMTRAC3 is due to the parameterisation of Cl\textsubscript{y} which is less realistic in the tropical middle stratosphere.

Figure 9.5 shows the results of the MLR analysis for the vertical profile of the ozone change for 2000-2100. The maximum ozone change since 2000 occurs typically at about 3 hPa, with a typical increase of about 1.5 ppmv (Figure 9.5b). Figure 9.5c indicates that in the upper stratosphere of most models, Cl\textsubscript{y} + αBr\textsubscript{y} decreases by 2 ppbv over this period. CCSR NIES and SOCOL have larger than average decreases in Cl\textsubscript{y} + αBr\textsubscript{y}, and AMTRAC3 has a smaller than average Cl\textsubscript{y} + αBr\textsubscript{y} change, with a quite different vertical structure for reasons noted previously. Again, MRI and CNRM-ACM have the largest ozone changes due to Cl\textsubscript{y} + αBr\textsubscript{y} (Figure 9.5d) and AMTRAC3 has a smaller increase. The NO\textsubscript{y} increase in most models peaks in the range 1-2 ppbv (Figure 9.5g) and combined with the sensitivities shown in Figure 9.3 most models indicate a very small overall impact on ozone, less than 0.2 ppmv. AMTRAC3 is an exception in showing a much larger impact for reasons that are not clear. Apart from these exceptions, most models show about equal contributions to ozone change from changes in Cl\textsubscript{y} + αBr\textsubscript{y}, temperature and NO\textsubscript{y}.

9.3.5 The effect of upwelling on ozone

As indicated in Section 9.2.2, results from MLR are difficult to interpret in the lower stratosphere. Instead we show in Figure 9.6 the relationship between the change in tropical (25°S - 25°N) ozone at 50 hPa, and the change in the vertical residual velocity, $w^*$, at 70 hPa, for the period 1960-2100. All the models for which data were available show an increase in tropical upwelling and a decrease in ozone over this period. A linear regression line through the results goes through the origin, indicating that upwelling is the dominant contributor to ozone reduction at this level. Most models yield an increase in upwelling of 0.04-0.10 mm/s during this period, corresponding to ozone reductions of 0.15-0.35 ppmv. SOCOL is significantly different from the other models in simulating larger increases in upwelling (Chapter 9.3.3 and 4.2.3) and larger ozone losses which both lead to the large cooling seen in Figure 9.5e.

9.3.6 Brief summary

The analysis has shown that the dominant factors that affect ozone evolution in the tropics in the upper stratosphere are changes in Cl\textsubscript{y} + αBr\textsubscript{y} and temperature. In the lower stratosphere the changes in the evolution of the BD circulation, as diagnosed by an increase in tropical upwelling, are primarily responsible for the modelled ozone changes.

9.4 Mid-Latitude Ozone

9.4.1 From the 2006 WMO assessment:

- In the Northern Hemisphere (NH) column ozone returns to 1980 values by about 2035, well ahead of the return of halogen loading to 1980 values (2035-2050). In the Southern Hemisphere (SH) column ozone returns to 1980 values over the period 2025-2040.
- There is a wide spread in peak Cl\textsubscript{y} values simulated for the year 2000.

9.4.2 Further analysis of the CCMVal-1 runs

One of the processes affecting mid-latitude ozone — the increase due to GHG-induced stratospheric cooling — has recently been confirmed as a major process for the mid-latitudes (Waugh et al., 2009). The ozone increase occurs in the upper and middle stratosphere. Using the same model, Li et al. (2009) estimated that the climate effect led
Figure 9.7: As in Figure 9.2 but for the latitude range 35°N-60°N.

Annual O₃ Column 35°N-60°N

Figure 9.8: As in Figure 9.2 but for the latitude range 35°S-60°S.
to an increase in the extra-tropical ozone column by about 6% in the NH, and about 3% in the SH. These hemispheric differences are likely related to differences in ozone transport.

### 9.4.3 Mid-Latitude TSAM analysis

In Figures 9.7 and 9.8, the 1980 baseline-adjusted IMT and MMT estimates of total column ozone in the latitude bands 35°N-60°N and 35°S-60°S are respectively presented for CCMVal-2 (top left) and CCMVal-1 (top right). These indicate that the multi-model average of total ozone is generally larger than the observations for both CCMVal-1 and CCMVal-2 in these latitude bands with CCMVal-1 displaying the larger error. While the multi-model average of CCMVal-2 more closely corresponds to observations, the raw time series data for both CCMVal-1 and CCMVal-2 show a broad background of total ozone for both hemispheres which spans the range of observations (Figures 9.9 and 9.17 of the supplement to the chapter). In both hemispheres, the 1980 baseline-adjusted MMT estimates of ozone indicate that the ozone minimum is reached by roughly the year 2000 and that ozone increases steadily and significantly thereafter. By 2050, northern mid-latitude ozone shows relatively greater increases than southern mid-latitude ozone, probably because of transport from lower latitudes. Other influences such as NOx- and HOx-catalysed ozone destruction are likely to have small impacts because the source molecules (N2O and H2O) have small trends (Chapter 6).

The 1980 baseline TSAM analysis provides some evidence that improvement has been realised in CCMVal-2 relative to CCMVal-1 with respect to mid-latitude ozone in both hemispheres. Those models which were low outliers in CCMVal-1 for southern latitudes (AMTRAC and MRI) are now more consistent with the other models. The CCMVal-2 1980 baseline analysis in the northern latitudes, however, indicates that these models are at the low end of the range of model results (Figure 9.7), but are consistent with observations from 1980 onwards. The behaviour of the UMUKCA-METO near the end of its IMT estimate (lower panels of Figures 9.7 and 9.8) appears to be an end effect due to an anomalously low data value at the end of its time series in 2084.

In the lower panels of Figures 9.7 and 9.8 the TSAM analysis of mid-latitude ozone employing a 1960 baseline adjustment is presented. The use of the earlier reference date significantly alters the occurrence of outliers in the trend estimates. For example, in both latitude bands, CNRM-ACM and MRI are significantly low outliers while, in northern latitudes, ULAQ appears as a significant high outlier, with values that greatly exceed all models during

---

**Figure 9.9:** As in Figure 9.2 but for 50 hPa Cl\textsubscript{y} in the latitude range 35°N-60°N.
the entire period.

In Figure 9.9 the TSAM analysis for NH mid-latitude 50 hPa inorganic chlorine (Cl$_y$) is presented. The SH Cl$_y$ appears very similar (see Figure 9S.22 of the supplement). Again, there is a large spread in Cl$_y$, which maximises near the year 2000. The spread between models in CCMVal-1 and CCMVal-2 is roughly equivalent with each having several outliers. The most significant outlier in the CCMVal-2 set is UMUKCA-METO, which has excessive Cl$_y$ in both hemispheres for all years. While the evolution of ozone generally follows that of chlorine (see Section 9.6.4), the specific behaviour of Cl$_y$ for each model does not appear to account for the outliers of total column ozone identified in Figures 9.7 and 9.8.

### 9.4.4 Multiple linear regression analysis

The evolution of upper stratospheric ozone, and the contributions of the different chemical mechanisms is very similar in mid-latitudes as in the tropics. Figures 9.10a, b show the vertical profiles of ozone change in midlatitudes (35$^\circ$S-60$^\circ$S and 35$^\circ$N-60$^\circ$N) over the 21st century. The ozone increases are similar to those obtained in the tropics, but without the loss in the lower stratosphere in most models. The contributions of Cl$_y$ + αBr$_y$ (Figure 9.10c, d) and temperature (Figures 9.10e, f) are also similar to the results obtained in the tropics. Again MRI and CNRM-ACM reveal much larger contributions of Cl$_y$ + αBr$_y$ to the ozone differences, although the AMTRAC3 parameterisation reveals no clear bias in this region. The contribution to ozone change from NO$_y$ (Figures 9.10g, h) is much smaller than the other terms, and the individual models do not show as wide a range.

### 9.4.5 Brief Summary

The main factors that affect ozone in mid-latitudes are transport (Chapter 5), and the evolution of halogen amounts, particularly during periods of high aerosol loading following volcanic eruptions (see Chapter 8). In addition, GHG cooling of the stratosphere slows chemical destruction rates leading to an increase in ozone, particularly in the upper stratosphere.

### 9.5 Polar Ozone

#### 9.5.1 From the 2006 WMO assessment:

- Antarctic ozone is strongly anti-correlated with Cl$_y$ amounts.
- Most models simulate a low bias in Antarctic Cl$_y$ which gives rise to an early return of ozone back to 1980 values.
- Arctic ozone returns to 1980 levels before halogen amounts return to 1980 values and ahead of Antarctic ozone. The main influences on ozone include the enhancement of the BD circulation and the slowing of gas-phase ozone loss in the stratosphere by GHG cooling.

#### 9.5.2 Further analysis of the CCMVal-1 runs

Eyring et al. (2006) show that the area of the Antarctic ozone hole, based on the fixed 220 DU threshold, is simulated by CCMs to be smaller than observed. Huck et al. (2007) propose an improved method for selecting an ozone threshold for delineating the ozone hole. The discrepancy between observations and models has been explained in part by Struthers et al. (2009) who show that some models poorly simulate the size of the polar vortex and confirm that the 220 DU contour is not necessarily appropriate for delineating the region of severe ozone depletion in models with systematic ozone biases. Also, according to WMO (2007, Chapter 2, Figure 2-10), the previous simulations (as well as the CCMVal-2 simulations) were completed with bromine concentrations that were probably too low, because of the neglect of very short-lived species.

Eyring et al. (2006) show that the interannual variability of the size of the simulated ozone hole was typically over twice that observed, despite the ozone hole being generally smaller. Comparison of AMTRAC experiments for a 15-year overlap period (Austin and Wilson, 2006), indicated that the observed SSTs gave rise to a smaller, more variable ozone hole than calculations using model SSTs. Although this result is certainly model dependent, the likely reason for the difference is that polar processes are affected by El Niños (e.g., Manzini et al., 2006; Garnkel and Hartman, 2007) that may not be well simulated by coupled ocean-atmosphere models, particularly those with a simplified stratosphere. The implication is that simulations of the ozone hole and the recovery of Antarctic ozone will depend on the performance of the underlying ocean.

The lower stratospheric temperature arises from the net effect of radiative cooling and heating due to GHGs and ozone respectively, and adiabatic warming from the BD circulation. Hence, the net trend in the lower stratospheric temperature, especially in the Arctic will depend critically on the trend in the BD circulation. For a subset of the CCMVal-1 simulations, the orographic gravity wave drag typically contributed about half of the trend in annual mean tropical upwelling (Li et al., 2008; McLandress and Shepherd, 2009a; Garcia and Randel, 2008). However, it should be noted that for CCMVal-2 a wide range of results were obtained in examining the full set of simulations (Chapter 4.2.3).
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9.5.3 Polar TSAM analysis

The TSAM analyses of spring total column ozone over polar latitudes (60\degree N-90\degree N in March and 60\degree S-90\degree S in October) are respectively presented in Figures 9.11 and 9.12. In Arctic spring, relative to CCMVal-1, CCMVal-2 shows no tendency towards a reduction in model spread (Figure 9S.25 of the supplement). In Antarctic spring, however, the raw time series indicate that the spread of models has increased in CCMVal-2 (Figure 9S.33). This larger spread is associated with a slightly increased negative bias of CMAM relative to its CCMVal-1 contribution, and the inclusion of UMUKCA-UCAM and CAM3.5, which have large positive biases relative to the MMT estimate. This large CCMVal-2 inter-model difference in Antarctic spring background ozone is essentially eliminated in the 1980 baseline-adjusted time series and IMT estimates (Figure 9.12 upper panel and Figs. 9S.33-9S.34). A comparison of the 1980 baseline-adjusted IMT and MMT estimates between CCMVal-1 and CCMVal-2 shows a similar convergence of the models’ evolution once the offset in background values of ozone is accounted for (top panels of Figures 9.11 and 9.12), aside from MRI in CCMVal-1.

As was the case for the other latitude bands, employing the earlier reference date of 1960 for the TSAM analysis results in larger inter-model spread for both the Arctic and Antarctic column ozone (lower-left panel of Figures 9.11 and 9.12). Similar to the behaviour in northern mid-latitudes, in the Arctic MRI is a low ozone outlier during nearly the entire period (Figure 9.11 and Figures 9S.27-28). In the Antarctic, the use of the earlier 1960 reference date increases the low bias of GEOSCCM, MRI, and

Figure 9.10: Vertical profiles of differences in midlatitude (35\degree S-60\degree S and 35\degree N-60\degree N) ozone over the the 21st century and the contributions of Cl_y + Br_y, temperature, and NO_y.
March $O_3$ Column 60°N–90°N

Figure 9.11: As in Figure 9.2 but for the month of March and the latitude range 60°N-90°N.

October $O_3$ Column 60°S–90°S

Figure 9.12: As in Figure 9.2 but for the Month of October and the latitude range 60°S-90°S.
AMTRAC3 and the high bias of CAM3.5, CCSRNIIES, and UMUKCA-METO near 2000. A comparison of the Arctic and Antarctic spring ozone in Figure 9.11 and 9.12 indicates the tendency for the Arctic ozone to recover earlier than the Antarctic. This will be quantified from the MMT estimates in Section 9.6 of this chapter.

The results for polar regions, particularly Antarctica, are dominated by chlorine amounts. The IMT and MMT estimates of annual 50 hPa Cl\(_2\) over polar latitudes (60°N-90°N and 60°S-90°S) are presented in Figures 9.13 and 9.14. Aside from the introduction of UMUKCA-METO, and perhaps UMUKCA-CAM, the CCMVal-2 50 hPa Cl\(_2\) at both poles shows less spread than CCMVal-1 when a 1980 baseline is employed (upper panels of Figures 9.13 and 9.14). This is primarily associated with improvement in AMTRAC and the absence of MAECHAM4CHEM (see also Figure 5.11 of Chapter 5). These annual means are very similar to the spring means (not shown) in both the Arctic and Antarctic. Unlike ozone, the use of a 1960 baseline in the derivation of the IMT and MMT estimates does not lead to a significant increase in model spread. The general improvement of Cl\(_2\) in CCMVal-2 means that individual model results can no longer be as clearly connected with chlorine amount, as was the case for CCMVal-1. Other processes, such as the strength of the circulation and the lower stratospheric temperature, are likely playing a greater role in the precise differences between model results.

9.5.4 Antarctic ozone hole diagnostics

As the Antarctic ozone hole is frequently used as a proxy for ozone depletion, we explore here in more detail its simulation in the CCMVal-2 models. The ozone hole area is investigated, and discussed in relationship to the cold areas simulated by the models as well as other features which affect model performance.

The perimeter of the Antarctic ozone hole has historically been defined as the 220 DU contour, as values this low rarely occurred in measurements and the 220 DU contour was found to lie close to where ozone gradients across the vortex edge were steepest. Once the ozone hole became prominent, such low values became more common in spring. The problems associated with fixed thresholds for denoting the edge of the ozone hole in model simulations has been discussed by other authors (e.g., Huck et al., 2007; Tilmes et al., 2007; Struthers et al., 2009). Those authors supply algorithms for the reanalysis of the ozone hole which might allow for an improved comparison between different model simulations. Generally this requires the availability of extra data such as potential vorticity and also takes into account whether the temperatures in the vortex are low enough for the formation of PSCs, essential to drive the chemistry. Here we explore two particular diagnostics which investigate whether ozone hole differences might be related to ozone biases, or whether ozone hole differences might be related to dynamical representation of the polar vortex.

**Figure 9.15a** is the zonal-mean ozone over the 10 year period 1996-2005, averaged over the 20 day period centred on the date of the seasonal Antarctic minimum. To reflect actual model characteristics accurately, this date varies according to the model. While several models are close to that observed, several models (UMUKCA-METO, MRI and CCSRNIIES) are biased high, although MRI is close to observations near the edge of the classical ozone hole. In Figure 9.15b the zonal average during the peak ozone hole season has been adjusted relative to the minimum daily value attained throughout 60°S-90°S region for the period 1960-1965. Prior to the introduction of satellite based instruments, there was only limited observational coverage of total ozone in high latitudes. Therefore, we take the value of 220 DU as an appropriate minimum for the 1960 to 1965 period. In the case of AMTRAC3 the 1960-1965 minimum poleward of 60°S was 199 DU. The bias is then taken to be 220 - 199 = 21 DU and the curve has been increased by 21 DU to correct for this bias. After applying an appropriate adjustment to each model, the spread in the model results actually increases, but CCSRNIIES has improved. This suggests that most models do not have a clear ozone bias which would impede comparison with observations based on a fixed 220 DU threshold.

We now consider whether the location of the polar vortex might be having an influence on the simulated ozone holes. In observations, the maximum gradient in ozone occurs approximately at the edge of the ozone hole, which is related to the edge of the polar vortex (Bodeker et al., 2002; Newman et al., 2007). **Figure 9.16** shows the meridional gradient in total column ozone (1996-2005 average) for each model considered in comparison with observations and it is seen that the simulations place the maximum gradient in different locations. While several models agree well with observations over a wide latitude range, most models place the peak ozone column polewards of that observed (Figure 9.17) which may contribute to an ozone hole smaller than observed (as also found e.g., by Struthers et al., 2009). The latitude of the observed maximum gradient is 64.2°S, with a corresponding ozone value of 273 DU (Figure 9.17). By comparison UMUKCA-METO simulates the position and ozone value at the maximum ozone gradient of 68.5°S and 329 DU respectively. Therefore, by reducing the UMUKCA-METO values by 329 - 273 = 56 DU, an alternative estimate for the ozone hole can be determined. Figure 9.15c shows this adjustment of the model results, and the model spread near the edge of the ozone hole has been reduced.

**Figure 9.18** shows the ozone hole area for the different definitions considered. Figure 9.18a shows for each
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Figure 9.13: As in Figure 9.2 but for 50 hPa Cl\textsubscript{y} in the latitude range 60°N-90°N.

Figure 9.14: As in Figure 9.2 but for 50 hPa Cl\textsubscript{y} in the latitude range 60°S-90°S.
year of the simulations the maximum area for the column ozone less than 220 DU. The agreement with observations is generally poor, with most models under-predicting the size of the ozone hole. If the ozone hole is considered relative to the 1960-1965 minimum, as described for Figure 9.15b, the agreement with observations for several models improves, particularly CCSR NIES and MRI, but SOCOL results are now in poor agreement with observations from 1980 onwards. The improvements arise from the fact that overall these models appear to have a high ozone bias. In comparison SOCOL results are worse under this measure since low ozone occurred in the 1960s due to the dynamics of the model. Figure 9.18c is a measure of the ozone hole relative to the steepest gradients, corresponding to Figure 9.15c. The model simulations are more consistent with each other, primarily because of the substantial correction to the results for UMUKCA-METO. However, most models have ozone holes which remain significantly smaller than observed, by up to 30%. Some models also show very large ‘ozone hole’ areas prior to 1980 and after 2040 using the steepest gradient criterion. However, there is no implication that the low ozone is necessarily chemistry driven outside the period when halogen levels are expected to be high.

Model Antarctic ozone hole results obtained for the period 1990-2008 for CCMVal-2 (REF-B1) and some statistical comparisons are included in Tables 9.1 and 9.2. Compared with observations, most models under-predict the areas of low temperatures (Table 9.1) and therefore the regions of severe ozone depletion are already limited, as shown in Table 9.2. Many models also produce more extreme local ozone loss than observed, since in these models

Figure 9.15: Total column ozone as a function of latitude, averaged for the period 1996-2005 for 10 days before and after the minimum column ozone. (a) No adjustments to the model results. (b) Model results have been adjusted relative to the 1960-1965 minimum (see text). (c) Model results have been adjusted relative to the ozone maximum meridional gradient (see text). The results have been obtained from the REF-B2 simulations.

Figure 9.16: Meridional gradient in total column ozone averaged for the period 1996-2005 for the 10 days on either side of the ozone minimum.
there is a tendency for the ozone hole to extend too high in the atmosphere (not shown). The combination of a low bias in both the ozone minimum and the ozone hole area tends to result in some compensation of errors in the ozone mass deficit, but other models have biases that compound in the ozone mass deficit calculation. Overall, the agreement with observations in most models has not improved appreciably since WMO (2007), despite convergence towards common values for the lower stratospheric Cl\textsubscript{2}, and this picture likely remains true regardless of the complexity of the diagnostics adopted. An illustration of the range of results obtained is given by Figure 9.19, which shows the mean low temperature (T < 195 K) area averaged for July and September in each of the years 1990-2008 (or the end of the simulation) compared with the area of the ozone hole, based on the 220 DU contour. Almost half the models (AMTRAC3, CMAM, LMDZrepro, NiwaSOCOL, SOCOL, ULAQ, UMSLIMCAT and WACCM) provide a consistent relationship between PSCs (represented by T < 195 K) and the ozone hole, as occurs in the observations. The other models indicate strong biases of background ozone as well as difficulties in simulating sufficient PSCs.

Overall these results suggest that some models do not simulate well the vortex structure, including for example a delay in the final warming (Chapter 4, Pawson et al., 2008). With such a large spread in model results for both 1980 and 2060, predictions of the disappearance of the ozone hole remain unreliable, and in any case, the upper and lower panels of Figure 9.18, indicate that these predictions are likely to be definition dependent.

### 9.5.5 Brief Summary

The dominant factor which affects ozone evolution in the polar regions is the halogen loading. Although considerable uncertainty still exists in the simulated column ozone trends in the Arctic, models are more consistent...
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with each other than in the CCMVal-1 comparisons. Over Antarctica, some models do not simulate well the vortex structure, leading to an ozone hole that is smaller than observed. The ozone hole in many simulations continues to the end of the century.

9.6 Ozone recovery

9.6.1 From the 2006 WMO assessment:

- Full ozone recovery is defined as occurring when ozone depleting substances (ODSs) no longer significantly affect ozone.

Table 9.1: Mean low temperature areas (T < 195 K) for the period July to September for the years 1980-2007 in comparison with observations for the models used in each group of experiments. The uncertainties indicated are approximate 95% confidence intervals for the random error, given by \(2s/\sqrt{(n-1)}\), where \(s\) is the standard deviation of the annual values and \(n\) is the number of years included. The WACCM values are for August and September only.

<table>
<thead>
<tr>
<th>Model</th>
<th>REF-B1</th>
<th>REF-B2</th>
<th>Model</th>
<th>REF-B1</th>
<th>REF-B2</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCEP data</td>
<td>21.4 ± 0.8</td>
<td>—</td>
<td>LMDZrepro</td>
<td>21.5 ± 0.8</td>
<td>—</td>
</tr>
<tr>
<td>AMTRAC3</td>
<td>19.8 ± 0.8</td>
<td>20.4 ± 0.6</td>
<td>MRI</td>
<td>22.6 ± 0.4</td>
<td>22.6 ± 0.5</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>17.5 ± 1.5</td>
<td>14.0 ± 1.6</td>
<td>NiwaSOCOL</td>
<td>23.1 ± 0.6</td>
<td>—</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>25.8 ± 0.5</td>
<td>26.4 ± 0.6</td>
<td>SOCOL</td>
<td>21.6 ± 0.4</td>
<td>20.5 ± 0.5</td>
</tr>
<tr>
<td>CMAM</td>
<td>19.8 ± 0.6</td>
<td>20.2 ± 0.3</td>
<td>ULAQ</td>
<td>21.7 ± 1.6</td>
<td>21.8 ± 1.5</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>19.1 ± 1.4</td>
<td>19.3 ± 1.3</td>
<td>UMSLIMCAT</td>
<td>18.9 ± 0.7</td>
<td>19.8 ± 0.9</td>
</tr>
<tr>
<td>EMAC</td>
<td>19.0 ± 1.4</td>
<td>—</td>
<td>UMUKCA-METO</td>
<td>14.0 ± 0.8</td>
<td>—</td>
</tr>
<tr>
<td>E39CA</td>
<td>21.4 ± 0.7</td>
<td>24.0 ± 0.7</td>
<td>UMUKCA-UCAM</td>
<td>14.7 ± 0.7</td>
<td>16.0 ± 0.6</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>17.5 ± 0.4</td>
<td>—</td>
<td>WACCM</td>
<td>23.9 ± 1.1</td>
<td>21.7 ± 1.6</td>
</tr>
</tbody>
</table>

- The return of ozone to 1980 levels is simulated to occur by about 2065 over Antarctica, and up to several decades earlier at other latitudes.

9.6.2 Further analysis of the CCMVal-1 runs

Waugh et al. (2009) use simulations of GEOSCCM to examine the impact of climate change on ozone recovery. Waugh et al. (2009) conclude that the impact of climate change on ozone recovery depends on the recovery definition and is likely to vary in different atmospheric regions. In particular, for the tropics the total column ozone was found not to return to 1980 values, a commonly used recovery criterion. The results also indicated that full ozone recovery according to the WMO (2007) definition of a negligible impact on ozone due to ODSs would typically not occur before the end of this century.

Austin and Wilson (2006) refer to ozone recovery to 1980 values and suggest that the recovery of the column ozone is advanced relative to Cly. This arises from the change in transport, which is larger in the Arctic than in the Antarctic (McLandress and Shepherd, 2009a). Shepherd (2008) and Hitchcock et al. (2009) also provide evidence for increased transport effects in the Arctic using temperature and heat flux as a model diagnostic. Possibly related to the increase in the strength of the Brewer-Dobson circulation, simulations also show an increase in stratospheric sudden warmings during the period 1960-2100 of about 50% or more (Charlton-Perez et al., 2008; McLandress and Shepherd, 2009b; Chapter 4). This could increase the transport of ozone into the Arctic during winter, as well as increase the interannual variability. Observations of stratospheric sudden warmings are too infrequent and too variable to verify the sudden warming trends obtained in model simulations. An alternative viewpoint is that the increase in
The uncertainties indicated are approximate 95% confidence intervals for the random error, given by $2s/(n - 1)$, where $s$ is the standard deviation of the annual values and $n$ is the number of years included.

The IMT and MMT estimates for total ozone and $50 \text{ hPa } Cl_y$ 1980 return dates for the latitude bands discussed in Sections 9.3-9.5 are presented in Figures 9.20 and 9.21 respectively. In each latitude band, CCMVal-1 return dates are shown on the left and CCMVal-2 return dates are shown on the right. The MMT estimate of return dates is indicated by large black triangles. Error bars on these estimates are associated with the 95% confidence intervals. These two figures provide a concise summary of the ozone and $Cl_y$ discussed in the previous three sections. They allow an overall comparison of CCMVal-1 with CCMVal-2 through the MMT estimates, the change in individual model predictions to be tracked across the two inter-comparison projects, and the comparison of model predictions with the MMT estimates and with each other for each of CCMVal-1 and CCMVal-2.

Initial inspection of these two figures reveals that return dates for $Cl_y$ are more symmetric in latitude, and more certain, than ozone for both CCMVal-1 and CCMVal-2. In general, return dates for $Cl_y$ are very similar between CCMVal-1 and CCMVal-2 being well within the uncertainty bounds of each. Return dates for total ozone, on the other hand, are not symmetric in latitude and, in the tropics not realised by the MMT estimate at all in CCMVal-2. While the CCMVal-1 and CCMVal-2 MMT estimates of return dates for spring polar and annual mid-latitude ozone are seen to be within each other’s uncertainty bounds, those for CCMVal-2 appear to be systematically earlier than CCMVal-1. For example, the spring Arctic ozone recovery to 1980 levels is predicted from the MMT estimate to occur near 2025 for CCMVal-2 (2039 for CCMVal-1) while the Antarctic recovery to 1980 levels is predicted to occur much later near 2052 for CCMVal-2 (2062 for CCMVal-1). The asymmetric structure of polar ozone recovery in Figure 9.20 is an indication that, in addition to $Cl_y$ abundance, ozone is affected by dynamical and radiative changes brought about by increased GHG forcing and these have been consistently reproduced in the MMT estimates between CCMVal-1 and CCMVal-2.

In Figures 9.22 and 9.23 we compare estimates of the return dates to 1960 and 1980 levels for total ozone and $50 \text{ hPa } Cl_y$ respectively. In general, the return date for ozone is longer when the earlier reference date of 1960 is used (Figure 9.22). In particular the Antarctic return date changes significantly, from roughly 2055 to nearly 2100. From Figure 9.23 it appears that $50 \text{ hPa } Cl_y$ does not return to its 1960 value by the end of the 21st century outside the tropics. Appealing to the earlier reference date of 1960 therefore has significant impact on return dates. However, it must be noted that the use of 1960 as a reference date for the CCMVal-2 comes at the beginning of the time series for many models and some of the sensitivity found here

Table 9.2: Commonly used ozone hole diagnostics, averaged over the period 1990-2008, or to the end of the REF-B1 simulations, depending on the model. The uncertainties indicated are approximate 95% confidence intervals for the random error, given by $2s/(n - 1)$, where $s$ is the standard deviation of the annual values and $n$ is the number of years included.

<table>
<thead>
<tr>
<th>Model</th>
<th>Minimum Antarctic ozone (DU)</th>
<th>Maximum ozone hole area (10^6 km^2)</th>
<th>Ozone mass deficit (Mt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIWA data</td>
<td>103 ± 6</td>
<td>26.1 ± 1.2</td>
<td>22.0 ± 2.7</td>
</tr>
<tr>
<td>AMTRAC3</td>
<td>74 ± 8</td>
<td>21.8 ± 1.8</td>
<td>24.4 ± 3.8</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>187 ± 19</td>
<td>7.5 ± 2.5</td>
<td>1.1 ± 0.5</td>
</tr>
<tr>
<td>CCSRNIIES</td>
<td>148 ± 10</td>
<td>16.9 ± 2.3</td>
<td>6.6 ± 2.1</td>
</tr>
<tr>
<td>CMAM</td>
<td>79 ± 6</td>
<td>23.2 ± 0.8</td>
<td>25.2 ± 2.2</td>
</tr>
<tr>
<td>CNRM-ACM</td>
<td>63 ± 4</td>
<td>38.2 ± 3.5</td>
<td>42.4 ± 4.1</td>
</tr>
<tr>
<td>EMAC</td>
<td>167 ± 16</td>
<td>10.6 ± 2.5</td>
<td>2.6 ± 1.6</td>
</tr>
<tr>
<td>E39CA</td>
<td>121 ± 12</td>
<td>11.7 ± 1.6</td>
<td>3.7 ± 1.1</td>
</tr>
<tr>
<td>GEOSCCM</td>
<td>139 ± 8</td>
<td>13.4 ± 1.3</td>
<td>4.6 ± 1.1</td>
</tr>
<tr>
<td>LMDZrepro</td>
<td>48 ± 3</td>
<td>22.9 ± 1.1</td>
<td>31.0 ± 2.5</td>
</tr>
<tr>
<td>MRI</td>
<td>97 ± 3</td>
<td>14.7 ± 0.6</td>
<td>14.2 ± 1.2</td>
</tr>
<tr>
<td>NiwaSOCOL</td>
<td>92 ± 6</td>
<td>26.6 ± 1.6</td>
<td>28.5 ± 3.7</td>
</tr>
<tr>
<td>SOCOL</td>
<td>95 ± 4</td>
<td>26.6 ± 0.8</td>
<td>28.7 ± 2.4</td>
</tr>
<tr>
<td>ULAQ</td>
<td>102 ± 7</td>
<td>22.5 ± 2.2</td>
<td>15.2 ± 3.4</td>
</tr>
<tr>
<td>UMSLIMCAT</td>
<td>79 ± 4</td>
<td>25.0 ± 1.3</td>
<td>34.8 ± 3.5</td>
</tr>
<tr>
<td>UMUKCA-METO</td>
<td>168 ± 16</td>
<td>6.2 ± 2.0</td>
<td>2.2 ± 1.1</td>
</tr>
<tr>
<td>UMUKCA-UCAM</td>
<td>172 ± 8</td>
<td>5.0 ± 0.8</td>
<td>0.9 ± 0.4</td>
</tr>
<tr>
<td>WACCM</td>
<td>101 ± 7</td>
<td>26.4 ± 2.3</td>
<td>22.9 ± 4.3</td>
</tr>
</tbody>
</table>

Stratospheric sudden warmings seen in some models over century time scales is representative of a change in climatological state and hence transport effects are relatively unaffected by climate change, apart from the steady increase in the BD circulation (McLandress and Shepherd, 2009b).

9.6.3 Recovery based on TSAM analysis

The IMT and MMT estimates for total ozone and 50 hPa $Cl_y$ 1980 return dates for the latitude bands discussed in Sections 9.3-9.5 may be used to provide individual model, and multi-model estimates of the return to levels associated with a specified reference date. Because the IMT and MMT estimates are smooth curves by construction, the value of ozone and $Cl_y$ for any reference date prior to maximum ozone depletion may be mapped onto a future date based on the return of ozone or $Cl_y$ to the reference date value. The TSAM analysis, therefore, allows the definition of return dates for a continuous set of reference dates. In order to compare recovery predictions from CCMVal-1 with CCMVal-2, we first consider the commonly used reference date of 1980.

Summary diagnostics of total ozone and 50 hPa $Cl_y$ 1980 return dates for the latitude bands discussed in Sections 9.3-9.5 are presented in Figures 9.20 and 9.21 respectively. In each latitude band, CCMVal-1 return dates are shown on the left and CCMVal-2 return dates are shown on the right. The MMT estimate of return dates is indicated by large black triangles. Error bars on these estimates are associated with the 95% confidence intervals. These two figures provide a concise summary of the ozone and $Cl_y$ discussed in the previous three sections. They allow an overall comparison of CCMVal-1 with CCMVal-2 through the MMT estimates, the change in individual model predictions to be tracked across the two inter-comparison projects, and the comparison of model predictions with the MMT estimates and with each other for each of CCMVal-1 and CCMVal-2.

In Figures 9.22 and 9.23 we compare estimates of the return dates to 1960 and 1980 levels for total ozone and 50 hPa $Cl_y$ respectively. In general, the return date for ozone is longer when the earlier reference date of 1960 is used (Figure 9.22). In particular the Antarctic return date changes significantly, from roughly 2055 to nearly 2100. From Figure 9.23 it appears that 50 hPa $Cl_y$ does not return to its 1960 value by the end of the 21st century outside the tropics. Appealing to the earlier reference date of 1960 therefore has significant impact on return dates. However, it must be noted that the use of 1960 as a reference date for the CCMVal-2 comes at the beginning of the time series for many models and some of the sensitivity found here
may be associated with spin-up issues at the beginning of the simulations. For example, a number of the models display increasing ozone in the early 1960s prior to their initial decrease in the 1970s and 1980s (e.g., see Figures 9.8 and 9.12). In these models ozone returns to 1960 values both prior to, and after the main loss near year 2000.

In these cases the earlier return date was discarded and the later value used. This would appear to be a spin-up issue, or the effect of aerosols following the eruption of Agung (Chapter 8) in these models, suggesting that future experiments should perhaps start even earlier than the period prescribed for CCMVal-2.
9.6.4 The relationship between $O_3$ and $Cl_y$ return dates

Figure 9.24 shows the relationship between return date of 50hPa $Cl_y$ and column ozone back to their 1980 values using the MMT results of section 9.6.3. For the Antarctic spring, the models roughly scatter evenly about a similar date for the return of ozone and chlorine to 1980 values (given by the black line), indicating that halogen chemistry is the dominant driver in determining ozone recovery. Several models (CCSRNIES, UMUKCA-UCAM) fall significantly above the line, implying ozone returns faster than $Cl_y$, and several others fall significantly below the line, implying that ozone returns more slowly than $Cl_y$. The reason for these differences has not been identified, but may reflect, in part, the fact that in most models ozone recovers slowly in the middle 21st century, and a small change in the reference date (for example 1980 to 1985).
can cause a large change in ozone return date. A different picture is seen for the Arctic spring, and annual mean mid-latitudes where most models return to 1980 column ozone values before Cl returns to 1980 values. As indicated in Section 9.6.3, only about half of the models indicate a return of tropical ozone to the 1980 values.

9.6.5 Ozone recovery as a function of latitude and reference year

A complementary view of ozone recovery is shown in Figure 9.25, which indicates the return date for the annual mean column ozone appropriate to the reference date given on the abscissa. The column has been separated into two regions, above and below 20 hPa, and the analysis excludes the atmosphere below 500 hPa. For each year in the analysis, the first date after the year 2005 that the ozone partial column returned to the value on the reference date was determined for the mean model results. Above 20 hPa (Figure 9.25, upper panel), ozone recovery is simulated to occur steadily. In this region, the temperature and halogen effects on ozone dominate, as shown by the MLR analysis for the different regions described in the earlier sections. As suggested by this analysis, ozone change is approximately linearly dependent on Cl + αBr. Taking approximate values for Cl + αBr of 3, 1.5 and 0.75 for 2000, 1980 and 1960 implies that the ozone recovery to 1960 levels should take about 50% longer than the recovery to 1980 levels. This is confirmed by Figure 9.25 (upper panel).

In the lower stratosphere (Figure 9.25, middle panel) a return date could not be established for the tropics due to the strengthening BD circulation which systematically
decreases tropical ozone as the simulations proceed (e.g., Waugh et al., 2009). The results also show a strong hemispheric asymmetry discussed above, with Antarctic ozone recovering much more slowly than Arctic ozone. Again, this is largely due to the increased BD circulation, which for the models as a whole has much more influence in the northern than the southern hemisphere (Austin and Wilson, 2006; Eyring et al., 2007; Shepherd et al., 2008). In high southern latitudes, the simulations on average do not return to the pre-1970 ozone levels before the end of the simulations.

The results for the total column (Figure 9.25, lower panel) combine the results for the two regions. In the tropics, the total ozone column recovers until about 2050 (Figure 9.2) due to decreasing halogen amounts and stratospheric cooling, but thereafter ozone decreases due to the increasing BD circulation. This implies that in the tropics, the total ozone column does not return to pre-1985 values before the end of the simulations. Over Antarctica, recovery to 1960s levels of total ozone does not occur in the mean model until shortly before the end of the simulations.

9.6.6 The Role of transport in mid-latitude ozone recovery

Given the important effects that changes in the BD circulation can have on projected ozone recovery, changes in the seasonal cycle in the different CCMVal models have been analysed with an emphasis on how the spring buildup of ozone relates to ozone recovery. An eight-term harmonic function (plus an extra term for the annual average) was fitted to the zonally and monthly averaged ozone column over mid-latitude bands in each hemisphere for the periods 1960-1979 and 2040-2059. The annual cycle derived from the fitting, with the annual mean for each model and time period removed, and the change in the seasonal cycle is shown in Figure 9.26. These results are outside the ozone hole period and show in both hemispheres a maximum in spring and a minimum in autumn. Several models (notably ULAQ, GEOSCCM, CMAM and, to a lesser extent, WACCM) show an increased build-up of ozone through the boreal spring between the 1960-1979 and 2040-2059 periods (panel c). In contrast, other models (AMTRAC3, MRI and UMUKCA-METO) show little change in the amplitude of the seasonal cycle during these periods.

As shown in Figure 9.27, changes in the seasonal cycle, as measured here by the change in the amplitude of the seasonal cycle averaged over January-April, show some correlation with the MMT estimate of 1980 recovery date for annual ozone derived from the TSAM analysis (Figure 9.20). The models showing an increased build-up of ozone through the spring have ozone recovery dates for the 35°N-60°N region before 2020. While the models showing little change in the amplitude of the seasonal cycle have...
recovery dates between 2040 and 2050. The UMUKCA-METO model is an exception, showing little change in the amplitude of the seasonal cycle yet having a recovery date before 2020.

Several models (CNRM-ACM, MRI and UMSLIMCAT) show an increased buildup of ozone during SH late-fall and winter (May, June and July) in the 2040-2059 period (Figure 9.26f), but no coherent changes persist into the spring. The seasonal cycle is further perturbed with the breakup of the Antarctic vortex in October and November, mixing ozone depleted air from within the Antarctic vortex into mid-latitudes. As shown in Figure 9.27, no clear relationship can be found between changes in the spring-time buildup of ozone and the recovery date. The lack of a clear signal in the amplitude of the seasonal cycle of column ozone is further evidence of a weaker change in the SH branch of the BD circulation.

Although chemistry is always a factor affecting the distribution of ozone, the spring-time build-up of ozone is a feature in the annual cycle driven by the transport of ozone from tropical to mid-latitudes by the BD circulation (e.g., Fusco and Salby, 1999; Fioletov and Shepherd, 2003). Analysing the spring-time buildup should, therefore, highlight the role of dynamics over chemistry. Further, we analyse changes in the seasonal cycle over 1960-1979 to 2040-2059 to avoid the period of time when halogens are expected to have the largest effects on column ozone. For these reasons we believe that changes in the spring-time ozone column analysed here are indicative of changes in transport by the BD circulation in the models.

### 9.6.7 Brief Summary

The main processes influencing total ozone recovery are the increasing strength of the BD circulation, the GHG induced stratospheric cooling and the halogen loading. Because of the lesser importance of the BD circulation in the SH, recovery approximately follows that of Cl\textsubscript{2}, while in the NH, the BD circulation and cooling play important roles in speeding up recovery. CCMVal-2 results suggest in general an earlier recovery than the CCMVal-1 results. However, in the tropics, the impact of the BD circulation is such that column ozone does not recover to the values present prior to about 1985 regardless of the reduction in halogen amounts. Nonetheless, the model results continue to show a very wide range of results for the ozone recovery time scale. Finally, because ozone approximately follows Cl\textsubscript{2} over the Antarctic, the disappearance of the ozone hole does not occur by the end of the simulation in some models.
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9.7 Summary

9.7.1 Summary by Model

Here, we provide a brief summary of the mean model ozone results. Summaries for each model are also provided, which identify differences from the multi-model mean, emphasizing where each model performs particularly well with respect to observations, or particularly poorly. For ozone recovery, comparisons are made with the multi-model mean.

**Multi-model mean:** In the tropics, the total ozone column for the multi-model mean agrees reasonably well with observations whereas in mid-latitudes, models are generally biased high by 10-20 DU. In the polar regions although the depth of the ozone hole is well reproduced in the multi-model mean, there is a wide spread in results and most models simulate an ozone hole that is too small in area. Arctic ozone in the multi-model mean is close to that observed, but there is a wide spread in results due to interannual variability in the polar vortex. The recovery properties of the multi-model mean have been discussed at length in Section 9.6.

**AMTRAC3** has one of the smallest ozone depletions for the upper stratosphere due to low Cl\(_y\). In the column amount, the model is only slightly lower than observed in the tropics and mid-latitudes, but has one of the largest losses in mid-latitudes. The model simulates the ozone hole reasonably well, but in the Arctic, the model column ozone is biased low. Ozone recovery is consistent with the multi-model mean in the SH, but tends to be late in the NH. AMTRAC3 O\(_3\) is much more sensitive to NOy change in the tropics than most models.

**CAM3.5** has a large high bias in ozone in the tropical upper stratosphere and one of the smallest depletions. In the column amount, the model is only slightly lower than observed in the tropics and mid-latitudes, but has one of the smallest depletions for the lower stratosphere and column ozone. This is likely due to the model Cl\(_y\), which is one of the smallest. Polar ozone is biased high and the ozone hole is much smaller than observed due to a combination of high ozone bias and small area of PSCs (Chapter 4). Ozone recovery is consistent with the multi-model mean.

**CCSRNIES** has one of the largest cooling rates in the upper stratosphere, leading to a faster ozone recovery. The model has a high bias in the cold areas in the Antarctic late winter and spring, but the ozone hole is under-predicted in size and depth.

**CMAM** has a column ozone which is lower than observed in the tropics and northern mid-latitudes. The model has one of the largest tropical vertical ascent rates and corresponding change in lower stratospheric tropical ozone. The model has generally less ozone reduction than the multi-model mean, due to lower Cl\(_y\) levels. Ozone recovery in northern mid-latitudes is similar to the multi-model mean, but is early in the Arctic and in southern mid-latitudes. The simulated Antarctic ozone hole agrees reasonably well with observations, and the return to 1980 levels occurs at a similar year as the multi-model mean.

**CNRM-ACM** has a larger tropical and mid-latitude ozone reduction than observations due to chlorine and a corre-
sponding larger recovery than most models. The ozone change is particularly notable in the SH. In polar regions, past ozone loss and Cl\textsubscript{2} are similar to that observed (Chapter 5). The Antarctic ozone hole, using a 220 DU threshold, is large in area, because of a low bias in the lower atmosphere.

**EMAC** has a small and shallow ozone hole, due in part to the region of low temperatures (T < 195 K) being smaller than observed.

**E39CA** has a high bias in ozone in the tropical upper stratosphere. In the column amount, the model has a high bias at all latitudes with the largest bias of all models in the tropics. The model has a small ozone hole area, based on a 220 DU threshold, due to an overall ozone bias. For both ozone and Cl\textsubscript{2}, E39CA generally has the earliest recovery dates, which are roughly one decade prior to those of the multi-model mean.

**GEOSCCM** is similar to observations in the tropics, but the total ozone column is higher than observed in middle and high latitudes. Cl\textsubscript{2} is similar to the multi-model mean but reduces faster in the future. The ozone hole is smaller and more shallow than observed because of the ozone bias. The model has one of the earliest returns to 1980 polar ozone values.

**LMDZrepro** has the deepest ozone hole of CCMVal-2, which give rise to the steepest gradients in ozone column at the edge of the southern polar vortex. However, the ozone depletion due to chlorine is at the low end of the model range and the model cooling rate is the largest in the upper stratosphere.

**MRI** is biased high at all latitudes compared with measurements of the total column ozone. The model has a large ozone column reduction due to chlorine increase, which is larger than most models. The model has a corresponding slower ozone recovery in the NH, but is near the model average for the SH. The depth of the ozone hole agrees well with observations, but the area of the ozone hole is much smaller than observed primarily because of the ozone high bias.

**NiwaSOCOL** is the same as SOCOL with a difference in the model lower boundary. Results are similar to SOCOL — no significant differences in the ozone hole diagnostics were seen.

**SOCOL** agrees with observations and the multi-model mean for tropical ozone for the first part of the simulation, but after about 2050, column ozone decreases substantially due to the large change in the BD circulation (Chapter 4). The circulation change gives rise to a strong cooling in the tropical lower stratosphere and a reduction of ozone. The model has a large reduction in Cl\textsubscript{2} during the 21\textsuperscript{st} century compared with the model mean, leading to a faster recovery. The simulated Antarctic ozone hole is in good agreement with observations for the current atmosphere, although low column ozone values are simulated early in the REF-B1 simulation due to dynamical influences.

**ULAQ** has an ozone column that is higher than observed for the past due to low Cl\textsubscript{2}. The model ozone return to 1980 levels is near the multi-model mean in mid- and high latitudes of the NH, but is later than the mean in southern polar regions. After about 2040 ozone recovers faster than in most models. The simulated Antarctic ozone hole agrees reasonably well with observations, although low column ozone values are also simulated early in the REF-B1 simulation.

**UMETRAC** did not supply data in time to be evaluated.

**UMSLIMCAT** has an ozone column in all latitudes that is biased low, possibly because of a low bias in tropospheric ozone. Ozone recovers faster than in most models, particularly in the SH, due in part to Cl\textsubscript{2} values being lower than the multi-model mean. The simulated Antarctic ozone hole is in reasonable agreement with observations.

**UMUKCA-METO** generally agrees with observations of the tropical and mid-latitude mean column ozone. In the tropical upper stratosphere, the model ozone change is similar to the multi-model mean, but the model is biased low due to very high chlorine. In southern mid-latitudes, the ozone column reduces unexpectedly after 2070. In the Arctic the simulated ozone column is reasonably consistent with observations, but in the Antarctic the model is biased high. The Antarctic ozone hole is small and shallow due to insufficient PSCs.

**UMUKCA-UCAM** is higher than observed for the total column ozone at all latitudes and is lower than most models in the upper stratosphere, due to higher Cl\textsubscript{2}. Ozone recovery to 1980 levels is similar to the multi-model mean in the NH, and southern mid-latitudes, but is late over Antarctica. Due to a combination of the ozone bias, and low PSCs, the Antarctic ozone hole is small and shallow.

**WACCM** simulates a tropical total column ozone which is lower than observed. Tropical upper stratospheric ozone is higher than most models. In mid-latitudes and polar regions, the model agrees reasonably well with observation of the total column ozone. Column ozone recovers to 1980 values at about the same time as the multi-model mean in the SH, but earlier than the mean in the NH. The Antarctic
ozone hole is well simulated by the model, but disappears faster than in other models which simulate the ozone hole well.

**9.7.2 Overall Summary**

In this Chapter we have introduced a time series additive model (TSAM) analysis to make individual- and multi-model trend estimates, which may be used to make formal inference. One of the primary goals of this analysis was to produce more quantitative multi-model ozone projections with associated uncertainty estimates. Another goal was the careful comparison of ozone projections between the CCMVal-1 and CCMVal-2 data sets to identify areas where models have improved and areas that continue to require modelling effort. In the application of the TSAM analysis it is clear that a number of practical issues can influence this comparison (e.g., longer, more complete time series of the period of interest were submitted to CCMVal-2 compared to CCMVal-1). Our findings are summarized below.

Most of the conclusions of the last WMO assessment remain unchanged. Ozone recovery time scales are very similar to those previously deduced, and several models in particular have undergone several major changes that have tended to reduce the overall spread of results. This provides more confidence in model trends. One important change from WMO (2007) is that some models now indicate that a small, residual ozone hole may still be present from 2060 until 2100 or later.

The results from CCMVal-2 have been analysed over broad latitudinal ranges. In the tropics, ozone does not change substantially in the simulations, and transport i.e., upward motion is likely to be the largest driver. As a result, ozone decreases in the past, and recovers slightly due to chlorine decreases. In the second half of the 21st century, column ozone is expected to reduce once more, primarily due to the transport effect dominating chlorine reduction, which is essentially complete.

In mid-latitudes, chlorine and bromine are likely playing the most important role and consequently the narrower spread in simulated halogen amounts has led to a reduced spread in ozone simulations. In addition ozone transport is important in northern mid-latitudes.

In the Arctic ozone is very variable and difficult to simulate, due at least in part to the chaotic nature of dynamical processes. In addition there is no clear consensus on the trends in downwelling, and hence the amount of ozone transport is not clear compared with other impacts. In some cases models do not simulate well the Antarctic ozone hole, even when some allowance is made for the vortex edge or for the PSC areas, at least as defined in Chapter 4 by temperature threshold. No significant progress has been made on this since CCMVal-1 by most models. The large differences between the models could be due to differences in model chemistry. Another possibility is that the cloud microphysics may be being treated inadequately by some models (Chapter 6). For example if particle fall rates are too large during June and July, there would be no material surfaces in the warmer spring period for PSCs to form. While this would suggest that estimates of the date of disappearance of the ozone hole are unreliable, there is some consistency in the group of models which reproduce best the current ozone hole. These models suggest that a small, residual ozone hole will still be present from 2060 until the end of the simulations in 2100.

There is a need for a range of simulations looking at all aspects of the atmosphere-ocean system to try to address some of these issues. Uncertainties in net temperature changes, which arise from uncertainties in the increase of the strength of the BD circulation versus radiative changes, need to be reduced. Realistic bromine amounts need to be included in model simulations to allow for the short lifetime species known to be present (WMO, 2007, Chapter 2). Finally, simulations with fixed halogens or fixed GHGs need to be completed to complement the realistic simulations that have been completed to establish more rigorously the impact of climate and chemistry changes.

**References**


ing, E. Mancini, E. Manzini, D. R. Marsh, S. Mat


Chapter 9: Long-term projections of stratospheric ozone


Stolarski, R. S., and S. Frith, 2006. Search for evidence of
trend slowdown in the long-term TOMS/SBUV total ozone data record: The importance of instrument drift uncertainty, Atmos. Chem. Phys., 6, 4057-4065.


Supplement to Chapter 9

This document contains material that is ancillary to Chapter 9 of the CCMVal ozone report. The material is divided into three sections. The first section provides a more complete set of TSAM diagnostics for the five latitude bands discussed in Chapter 9. The second section investigates the sensitivity of the TSAM analysis, and its prediction of return dates, to the elimination of an outlying model. The final section investigates the application of 1:2:1 smoothing to individual model ensemble time series in the definition of a multi-model ensemble mean and performs a direct comparison with the results of the TSAM analysis.

9S.1 TSAM Latitude-Band Diagnostics

In this section we present a more complete set of figures associated with the application of the TSAM analysis to the time series of total column ozone and 50hPa inorganic Cly in the 5 latitude bands discussed in Chapter 9. For each of these two types of time series, and in each latitude band, a set of 4 figures is presented.

The first and second figures in the set provide a comparison of CCMVal-1 vs CCMVal-2 (e.g. Fig. 9S.1 and 9S.2). The first shows four panels in which the two panels on the left display raw time series data with their initial individual model trend (IMT) estimates and the two panels on the right display 1980 baseline-adjusted time series data with their 1980 baseline-adjusted IMT estimates. The second figure provides a comparison of 1980 baseline adjusted IMT and multi-model trend (MMT) estimates with 95% confidence and 95% prediction intervals.

The third and fourth figures in the set focus on CCMVal-2 and investigate the use of the earlier reference dates of 1970 and 1960 for the baseline adjustment in the TSAM analysis. The third figure shows the 1970 and 1960 baseline-adjusted time series data and baseline-adjusted IMT estimates for the TSAM analysis (e.g. Fig. 9S.3). The fourth figure displays the 1970 and 1960 baseline-adjusted IMT and MMT estimates along with 95% confidence and 95% prediction intervals (e.g. Fig. 9S.4).

In the first figure of this set, the range along the vertical axis has been forced to be identical in each of the four panels (e.g. Fig. 9S.1). In this way the collapse of the data arising from the application of the baseline adjustment (left to right) and differences between CCMVal-1 and CCMVal-2 (top to bottom) can be visually identified. In nearly all latitude bands, it is seen that there exists a large inter-model spread in the raw time series that is not apparent in the baseline adjusted time series, which form the primary diagnostic considered in Chapter 9. In at least one instance, the baseline adjusted time series would seem to show CCMVal-2 to have less model-spread than CCMVal-1 while the raw time series indicates the opposite behaviour (i.e. Fig. 9S.17). For this reason it is important to have plots of this nature for all of the latitude bands discussed in Chapter 9.
9S.2 Sensitivity to Outliers

As described in the Appendix to Chapter 9, the TSAM analysis allows the specification of prior weights for individual models based on quantitative performance metrics. The expectation was that such performance based weighting might reduce the sensitivity of the final multi-model average to the presence of outliers. For this report, however, it was decide that quantitative performance metrics were not as yet sufficiently robust to be useful for prior weighting of the models. Even so, it is of interest to investigate the sensitivity of the TSAM analysis to outlying models. In this section, we employ an extreme limit of performance-based weighting by arbitrarily removing one model from the TSAM analysis. For this sensitivity experiment, we have selected the UMUKCA-METO model which displayed anomalously large 50hPa Cly in all latitude bands.

The impact of removing the UMUKCA-METO model on the evolution of total column O₃ is considered first. While the UMUKCA-METO model is an outlier with respect to 50hPa Cly, its column O₃ is within the main spread of models. Consequently, for column O₃, the removal of UMUKCA-METO tests the sensitivity of the TSAM analysis to the removal of a model that is not an outlier. In Fig. 9S.41 MMT estimates for total Column O₃ in the 5 latitude bands considered in Chapter 9 are presented for the two cases of the TSAM analyses applied to all models (right column) and the TSAM applied to all models except UMUKCA.METO (left column). Inspection of Fig. 9S.41 shows the MMT estimates and 95% confidence and prediction intervals for all latitude bands to be very similar in both cases. This is verified in Fig. 9S.42 where the MMT estimate with UMUKCA-METO removed (blue) is overlayed on the MMT estimate derived from all models (dark grey). For total column O₃ the two cases are essentially indistinguishable. A test of the impact on 1980 return dates, Fig. 9S.43, shows no difference between the two cases. From this we may conclude that, for the CCMVal-2 model set, the TSAM analysis is insensitive to the removal of a model that is not an outlier.

The sensitivity of the TSAM analysis of 50hPa Cly to the removal of UMUKCA-METO is a more severe test as the 50hPa Cly of UMUKCA-METO is a significant outlier in all latitude bands. In Fig. 9S.44 MMT estimates for 50hPa Cly in the 5 latitude bands are presented for the two cases of the TSAM analyses applied to all models (right column) and to all models except UMUKCA.METO (left column). Again, the MMT estimates and the 95% confidence and prediction intervals, for all latitude bands, appear very similar in both cases. It is only when the MMT estimates in both cases are overlain, Fig. 9S.45, that differences become apparent. The largest difference is found in the Arctic (60°N-90°N) where the removal of UMUKCA-METO causes a reduction in the MMT estimate of 50hPa Cly. While this seems significant, the impact on return dates remains within the confidence intervals of the original TSAM analysis (Fig. 9S.46). This suggests that, for the CCMVal-2 model set, predictions based on the TSAM analysis are robust to the removal of one of the largest model outliers.

The sensitivity experiments in this section suggest that, for the CCMVal-2 model set, the application of prior weights based on quantitative performance metrics would not significantly alter predictions based on the TSAM analysis.

9S.3 1:2:1 Smoothing vs the TSAM Analysis

Previous studies of CCMVal-1 time series determined smooth trends in the data by employing a simple 1:2:1 filter [WMO 2007, Eyring et al. 2007]. As described in Chapter 9, the TSAM
analysis is based on a statistical framework employing a nonparametric additive model to
determine smooth IMT and MMT estimates from the time series. In addition to the ability
to make formal inference (e.g. calculation of confidence and prediction intervals), it was
suggested that the TSAM analysis was also advantageous because it allowed the formulation
of MMT estimates for the full REF2 period from model time series data that sampled only
portions of this period. While this is critical for the analysis of the CCMVal-1 time series
data, it is less critical for the CCMVal-2 time series data as nearly all models in CCMVal-2
provided time series than spanned the full range of 1960-2099. Given a sufficient number
of models, the expectation is that a straight multi-model average of the time series should
produce a MMT estimate that is very close to the TSAM MMT estimate. Here we investigate
this question for the CCMVal-2 model set employing 1:2:1 filtering of individual model time
series in the derivation of the multi-model average.

There were two issues which complicated the application of a straight multi-model average
of the CCMVal-2 REF-B2 time series. Two of the thirteen models did not provide time
series for the full REF-B2 period of 1960-2099. GEOSCCM provided only 2000-2099 and
UMUKCA-METO provided 1960-2084. For the case of the GEOSCCM, in Chapter 9, the
data from the REF-B1 experiment spanning 1960-2004 was included in the TSAM analysis
to have GEOSCCM data cover the complete REF-B2 period. The GEOSCCM REF-B1 and
REF-B2 time series are not really ensemble members as they overlap only over the range
2000-2004. Here it was decided to average the two over the this range to produce one time
series which spanned 1960-2099. While this produced small kinks in the GEOSCCM time
series at 2000 and 2004, it was found not to cause kinks in the multi-model average time
series.

For the case of UMUKCA-METO, its sudden termination at 2084 causes a kink in a
straight multi-model average as the equal weights of 1/13 for each model switch suddenly
to 1/12 at this point. In the end it was decided to use the prior weighting that produced
quadratic tapering towards the ends of the time series that was introduced in Section 9A.4
of the appendix to Chapter 9 (equations 9.20 and 9.21). A multi-model average of time
series which span the entire period would not be affected by the introduction of the quadratic
tapering. Only models that do not span the entire period would see their contribution to
the multi-model mean diminish towards the ends of their time series. As in the TSAM
analysis, this proved to be very effective at eliminating discontinuities in the multi-model
trend estimate.

In Fig. 9S.47 the IMT estimates of column ozone in 5 latitude bands derived from a 1:2:1
filter applied 30 times to each model time series (left) is compared to the IMT estimates
derived from the TSAM analysis (right). The MMT estimates for each approach is displayed
in this figure and Fig. 9S.48. While the IMT estimates derived from the TSAM approach are
much smoother than those derived using 1:2:1 filtering, the MMT estimates appear nearly
identical for each approach. This is further verified in Fig. 9S.49 where a comparison of total
column ozone 1980 return dates for each method is presented. The MMT return dates derived
from 1:2:1 filtered model time series are essentially identical to those derived from the TSAM
approach. The IMT return dates generally display a larger spread for the 1:2:1 filtering since
these are less smooth than the IMT estimates produced by the TSAM approach (Fig. 9S.47).
Similar conclusions apply to the analysis of 50hPa Cly which is presented in Figs. 9S.50-9S.52.

The conclusion here is that, for the CCMVal-2 data set, multi-model averaged time series
produced from 1:2:1 filtered individual model time series are consistent with the MMT estimate of the more sophisticated TSAM analysis. However, the use of 1:2:1 filtering does not provide confidence and prediction intervals for the multi-model average as it is not based on a statistical model. The use of 1:2:1 filtering to investigate IMT estimates is less robust as the 1:2:1 filter leaves significant structure in the individual model time series compared to the IMT estimates of the TSAM approach.
Figure 9S.1: Raw time series data of annually averaged Column $O_3$ ($25^\circ$S-$25^\circ$N) and initial individual model trend (IMT) estimates (left-hand panels), and 1980 baseline-adjusted time series data and IMT estimates (right-hand panels) for the TSAM analysis of CCMVal-1 (top) and CCMVal-2 (bottom). Observation data (black) and lowess fit (with smoother span $f=0.4$) to the observations appears as a black line in all panels.
Figure 9S.2: 1980 baseline-adjusted multi-model trend (MMT) estimates of annually averaged Column O₃ (25°S–25°N) (heavy dark grey line) with 95% confidence and 95% prediction intervals appearing as light- and dark-grey shaded regions about the trend. The 1980 baseline-adjusted IMT estimates, and unadjusted lowess fit to the observations are additionally plotted. CCMVal-1 results appear in the upper panel and CCMVal-2 results appear in the lower panel.
Figure 9S.3: Raw time series data of annually averaged Column O$_3$ (25°S-25°N) and initial IMT estimates (top panel), and 1970 (middle panel) and 1960 (bottom panel) baseline-adjusted time series data and baseline-adjusted IMT estimates for the TSAM analysis of CCMVal-2. Following Fig. 9S.1 a lowess fit to the observations appears as a black line in all panels and the observations are not baseline-adjusted.
Figure 9S.4: CCMVal-2 Annual Column O₃ 25°S–25°N

Figure 9S.4: CCMVal-2 1970 (top) and 1960 (bottom) baseline-adjusted IMT and MMT estimates of annually averaged Column O₃ (25°S-25°N) following Fig. 9S.2.
Figure 9S.5: As in Fig. 9S.1 but for 50hPa total inorganic chlorine ($Cl_y$) simulated by the models for the latitude range 25°S-25°N.
Figure 9S.6: As in Fig. 9S.2 but for 50hPa total inorganic chlorine ($Cl_y$) simulated by the models for the latitude range 25°S-25°N.
Figure 9S.7: As in Fig. 9S.3 but for 50hPa total inorganic chlorine ($Cl_y$) simulated by the models for the latitude range 25°S–25°N.
Figure 9S.8: As in Fig. 9S.4 but for 50hPa total inorganic chlorine \((Cl_y)\) simulated by the models for the latitude range 25°S–25°N.
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**CCMVal–1**

**Initial IMT estimate**

![Graph showing Initial IMT estimate](image)

**1980 baseline adjusted IMT estimate**

![Graph showing 1980 baseline adjusted IMT estimate](image)

**CCMVal–2**

**Initial IMT estimate**

![Graph showing Initial IMT estimate](image)

**1980 baseline adjusted IMT estimate**

![Graph showing 1980 baseline adjusted IMT estimate](image)

---

Figure 9S.9: As in Fig. 9S.1 but for the latitude range 35°N-60°N.
Figure 9S.10: As in Fig. 9S.2 but for the latitude range 35°N–60°N.
Figure 9S.11: As in Fig. 9S.3 but for the latitude range 35°N–60°N.
Figure 9S.12: As in Fig. 9S.4 but for the latitude range 35°N–60°N.
Figure 9S.13: As in Fig. 9S.5 but for the latitude range 35°N–60°N.
Figure 9S.14: As in Fig. 9S.6 but for the latitude range 35°N–60°N.
Figure 9S.15: As in Fig. 9S.7 but for the latitude range 35°N–60°N.
Figure 9S.16: As in Fig. 9S.8 but for the latitude range 35°N–60°N.
Figure 9S.17: As in Fig. 9S.1 but for the latitude range 35°S-60°S.
Figure 9S.18: As in Fig. 9S.2 but for the latitude range 35°S–60°S.
CCMVal-2 Annual Column O$_3$ 35°S–60°S

Figure 9S.19: As in Fig. 9S.3 but for the latitude range 35°S-60°S.
CCMVal-2 Annual Column O$_3$ 35°S–60°S

Figure 9S.20: As in Fig. 9S.4 but for the latitude range 35°S-60°S.
Figure 9S.21: As in Fig. 9S.5 but for the latitude range 35°S–60°S.
Figure 9S.22: As in Fig. 9S.6 but for the latitude range 35°S–60°S.
CCMVal-2 Annual 50hPa Cly 35°S–60°S

Figure 9S.23: As in Fig. 9S.7 but for the latitude range 35°S–60°S.
CCMVal-2 Annual 50hPa Cly 35°S–60°S

Figure 9S.24: As in Fig. 9S.8 but for the latitude range 35°S-60°S.
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Figure 9S.25: As in Fig. 9S.1 but for the month of March and the latitude range 60°N-90°N.
Figure 9S.26: As in Fig. 9S.2 but for the month of March and the latitude range 60°N–90°N.
CCMVal-2 March Column O$_3$ 60°N–90°N

Figure 9S.27: As in Fig. 9S.3 but for the month of March and the latitude range 60°N-90°N.
Figure 9S.28: As in Fig. 9S.4 but for the month of March and the latitude range 60°N–90°N.
Figure 9S.29: As in Fig. 9S.5 but for the latitude range 60°N–90°N.
Figure 9S.30: As in Fig. 9S.6 but for the latitude range 60°N-90°N.
CCMVal-2 Annual 50hPa Cly 60°N–90°N

Figure 9S.31: As in Fig. 9S.7 but for the latitude range 60°N-90°N.
Figure 9S.32: As in Fig. 9S.8 but for the latitude range 60°N–90°N.
October Column $O_3$ $60^\circ S - 90^\circ S$
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Figure 9S.33: As in Fig. 9S.1 but for the month of October and the latitude range $60^\circ S - 90^\circ S$. 
Figure 9S.34: As in Fig. 9S.2 but for the month of October and the latitude range 60°S-90°S.
CCMVal-2 October Column O₃ 60°S–90°S

Figure 9S.35: As in Fig. 9S.3 but for the month of October and the latitude range 60°S-90°S.
Figure 9S.36: As in Fig. 9S.4 but for the month of October and the latitude range 60°S–90°S.
Figure 9S.37: As in Fig. 9S.5 but for the latitude range 60°S–90°S.
Figure 9S.38: As in Fig. 9S.6 but for the latitude range 60°S–90°S.
CCMVal-2 Annual 50hPa Cly 60°S–90°S

Figure 9S.39: As in Fig. 9S.7 but for the latitude range 60°S–90°S.
Figure 9S.40: As in Fig. 9S.8 but for the latitude range 60°S–90°S.
Figure 9S.41: MMT estimates and their 95% confidence and 95% prediction intervals for total Column $O_3$ in the 5 latitude bands considered in Chapter 9. The right-hand column shows the TSAM analysis applied to all models while the left hand column shows the same analysis but with the UMUKCA-METO model removed.
Figure 9S.42: MMT estimates of total column O$_3$ from the TSAM analysis applied to all models (dark grey lines) and their 95% confidence and 95% prediction intervals overlaid by the MMT estimate from the same TSAM analysis applied to all models except UMUKCA-METO (blue lines).
Figure 9S.43: Date of return to 1980 values for the annual average (tropical and midlatitude) and spring (polar) total ozone column derived from the IMT (coloured symbols) and MMT (large black triangles) estimates for all CCMVal-2 models (right) and all models except UMKCA-METO (left). The error bars on the MMT estimates of recovery date are derived from the 95% confidence interval of the MMT estimates to the 1980 baseline-adjusted time series data.
Figure 9S.44: MMT estimates and their 95% confidence and 95% prediction intervals for 50hPa Cly in the 5 latitude bands considered in Chapter 9. The right-hand column shows the TSAM analysis applied to all models while the left hand column shows the same analysis but with the UMUKCA-METO model removed.
Figure 9S.45: MMT estimates of 50hPa Cly from the TSAM analysis applied to all models (dark grey lines) and their 95% confidence and 95% prediction intervals overlaid by the MMT estimate from the same TSAM analysis applied to all models except UMUKCA-METO (blue lines).
Figure 9S.46: Date of return to 1980 values for the annual average 50hPa Cly derived from the IMT (coloured symbols) and MMT (large black triangles) estimates for all CCMVal-2 models (right) and all models except UMUKCA-METO (left). The error bars on the MMT estimates of recovery date are derived from the 95% confidence interval of the MMT estimates to the 1980 baseline-adjusted time series data.
Figure 9S.47: Comparison of IMT estimates derived from a 1:2:1 filter applied 30 times (left) and the TSAM analysis (right) for total Column O$_3$ in the 5 latitude bands considered in Chapter 9. The multi-model trend derived from an average over the smooth IMT estimates (left) and TSAM procedure (right) are plotted as dark grey lines. 95% confidence and 95% prediction intervals have been included for the TSAM analysis (right).
Figure 9S.48: MMT estimates of total column O$_3$ from the TSAM analysis (dark grey lines) and their 95% confidence and 95% prediction intervals overlaid by the MMT estimate derived from 1:2:1 smoothing presented Fig. 9S.47 (blue lines).
Figure 9S.49: Date of return to 1980 values for the annual average (tropical and midlatitude) and spring (polar) total ozone column derived from the IMT (coloured symbols) and MMT (large black triangles) estimates using 1:2:1 smoothing (left) and the TSAM analysis (right). The error bars on the MMT estimates of recovery date are derived from the TSAM 95% confidence interval of the MMT estimates to the 1980 baseline-adjusted time series data.
Figure 9S.50: Comparison of IMT estimates derived from a 1:2:1 filter applied 30 times (left) and the TSAM analysis (right) for 50hPa Cly in the 5 latitude bands considered in Chapter 9. The multi-model trend derived from an average over the smooth IMT estimates (left) and TSAM procedure (right) are plotted as dark grey lines. 95% confidence and 95% prediction intervals have been included for the TSAM analysis (right).
Figure 9S.51: MMT estimates of 50hPa Cly from the TSAM analysis (dark grey lines) and their 95% confidence and 95% prediction intervals overlaid by the MMT estimate derived from 1:2:1 smoothing presented Fig. 9S.50 (blue lines).
Figure 9S.52: Date of return to 1980 values for the annual average 50hPa Cly derived from the IMT (coloured symbols) and MMT (large black triangles) estimates using 1:2:1 smoothing (left) and the TSAM analysis (right). The error bars on the MMT estimates of recovery date are derived from the TSAM 95% confidence interval of the MMT estimates to the 1980 baseline-adjusted time series data.
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10.1 Introduction

While the focus of this report is on an evaluation of the stratospheric climate and composition of the CCMVal models, public attention is invariably focused more closely on tropospheric climate and climate change. This chapter therefore investigates how the stratospheric variability and changes simulated by the CCMVal models influence tropospheric climate. The simulation of stratosphere-troposphere coupling by the CCMVal models is validated by comparison with observations, and compared with that of the CMIP3 models, whose simulations of future climate formed the basis of the climate projections of the Intergovernmental Panel on Climate Change (IPCC) (Meehl et al., 2007b).

As well as reviewing the influences of past and future stratospheric changes on the troposphere in the CCMVal simulations in this chapter, we also review diagnostic studies of dynamical, radiative and chemical processes coupling the stratosphere and troposphere in an attempt to shed light on these issues.

Increasing observational evidence (e.g., Kodera et al., 1990) suggests stratospheric processes play an important role in tropospheric climate variability across a wide range of time scales. For example:

- On intraseasonal time scales, observations show that
large amplitude anomalies in the strength of the Northern Hemisphere wintertime stratospheric polar vortex frequently precede long-lived (up to ~two months) changes to the tropospheric circulation (Baldwin and Dunkerton 1999, 2001; Polvani and Waugh, 2004). These changes modulate not only average weather, but also the likelihood of extreme events on time scales longer than the limit of deterministic weather prediction (Thompson et al., 2002).

- On interannual time scales, the stratospheric QBO has been found to exhibit a signature in surface climate (Coughlin and Tung, 2001; Thompson et al., 2002). A stratospheric role has also been suggested in modulating the tropospheric response to solar forcing (e.g., Rind et al., 2008) and the El Niño/Southern Oscillation (ENSO) variations (Ineson and Scaife, 2009).

- On time scales of several years, volcanic eruptions that inject sulphate aerosols into the stratosphere also noticeably influence tropospheric climate both radiatively and dynamically (Robock and Mao, 1992; Graf et al., 1994; Kodera and Yamazaki, 1994; Stenchikov et al., 1998; 2004; Hamilton, 2007).

- On decadal time scales, Antarctic ozone depletion appears to have had a demonstrable impact not only on stratospheric temperatures and circulation, but on surface climate as well (Thompson and Solomon, 2002; Gillett and Thompson, 2003; Keeley et al., 2007).

To first order, the coupling between the stratosphere and troposphere is mediated by wave dynamics. Planetary-scale Rossby waves, gravity waves, and equatorial Kelvin and mixed Rossby-gravity waves typically originate in the troposphere, propagate upward into the stratosphere, and then dissipate causing variability of the stratospheric flow. The conventional view up to the late 1990s was that the result of interactions are principally one way, i.e., that tropospheric waves influence the stratospheric circulation, but that stratospheric circulation anomalies do not have significant effects on tropospheric weather and climate. However, in the past ~5-10 years, the prevailing view has changed, and variability in the extra-tropical atmospheric flow is now recognised to reflect “two-way” interactions between the stratospheric and tropospheric circulations.

The relationship between the stratospheric and tropospheric circulations is most clearly evident as deep vertical coupling in the “annular modes” of extra-tropical climate variability (Thompson and Wallace, 1998; Thompson and Wallace, 2000). The annular modes extend from the surface through the stratosphere in both hemispheres, and are characterized by meridional vacillations in the geopotential height field between the polar regions and surrounding middle latitudes. Fluctuations in the annular mode index at a given pressure level are nearly equivalent to fluctuations in the geopotential anomaly averaged over the polar cap (Baldwin and Thompson, 2009). During the cold season in the stratosphere, the annular modes correspond to fluctuations in the strength of the polar vortex, while at the surface the annular modes correspond to meridional shifts in the extra-tropical storm tracks. The stratospheric and tropospheric components of the annular modes are coupled in both hemispheres, particularly in winter in the Northern Hemisphere (NH), and in spring in the Southern Hemisphere (SH), but the reasons for this coupling are still not understood.

Stratosphere-troposphere coupling is also an important process in the context of climate change. Any long-term changes in stratospheric winds and temperatures are likely to affect surface climate and climate variability. During the past ~25 years, the composition of the stratosphere has changed substantially. Abundances of anthropogenic greenhouse gases (GHGs) and ozone-depleting substances (ODSs) have risen, while stratospheric ozone has been depleted, particularly in the Antarctic vortex. Following the successful implementation of the Montreal Protocol and its amendments, the concentrations of ozone-depleting substances in the stratosphere have stabilized, and the severity of the ozone hole is expected to decrease over the coming decades. However, concentrations of most greenhouse gases will continue to rise. It is therefore necessary to view stratosphere-troposphere coupling in the context of a changing atmosphere.

It has long been known that radiative processes are important for stratosphere-troposphere coupling in the context of climate change. For example, stratospheric cooling induced by CO₂ increases has long been known to offset part of the induced tropospheric warming, and radiative forcing at the tropopause is routinely reported after allowing for the radiative influence of altered stratospheric temperatures (WMO, 1992; Forster et al., 2007). Similarly, stratospheric ozone depletion is thought to exert a small cooling influence on the troposphere in the global mean, while increases in stratospheric water vapour have caused a warming effect at the surface (Forster et al., 2007). Moreover the effect of stratospheric volcanic aerosol on tropospheric climate is primarily radiative, and exerts a substantial influence on the global radiative budget on a time scale of ~2 years. The radiative forcing immediately following Pinatubo is estimated to be ~3 W m⁻² in the global mean (Forster et al., 2007). Recently, interest in the radiative response to stratospheric forcings has moved beyond the global mean, and several recent studies have examined the role of radiation in driving the regional pattern of temperature to response to stratospheric ozone depletion. Early work using radiative-convective models already suggested that Antarctic ozone depletion could force substantial local surface cooling, as observed (Lal et al., 1987). More recent work confirms that cooling of the Antarctic troposphere in late spring and summer is likely largely a radiative re-
response to ozone-induced stratospheric cooling (Keeley et al., 2007; Grise et al., 2009). Radiative processes may also play a role in intra-seasonal coupling between the stratosphere and troposphere (Ramanathan, 1977; Grise et al., 2009).

The stratosphere also influences the troposphere through the exchange of radiatively active gases across the tropopause. The most important such influence is on tropospheric ozone, the third largest contributor to greenhouse-gas-induced radiative forcing after CO$_2$ and methane. While the flux of ozone from the stratosphere is only about 10% as large as the tropospheric chemical production source, it delivers ozone directly to the upper troposphere, where its effect on radiative forcing is largest (Demman et al., 2007, Table 7.8; Stevenson et al., 2006). Climate change simulations with models including tropospheric chemistry indicate that an increase in stratosphere-troposphere exchange is a dominant driver of changes in tropospheric ozone (Stevenson et al., 2006).

The recent projections of climate change considered by the IPCC (IPCC, 2007), which focus on the troposphere, are mainly based on the Coupled Model Intercomparison Project phase 3 (CMIP3) climate models, which have varying vertical resolution in the stratosphere. These models generally do not have substantial interactive chemistry, and they are not designed to predict changes to the ozone layer or the dynamics of stratosphere/troposphere coupling. Further many of the models contain constant ozone concentrations, and those which do represent ozone depletion generally specify zonal-mean ozone concentrations, which may make the climate response to specified ozone changes unrealistic (Crook et al., 2008; Waugh et al., 2009). The CCMVal models include good representations of the stratosphere and interactive ozone chemistry, and can therefore simulate changes to the ozone layer and coupling to climate change, though SSTs are in general specified, thereby constraining the surface climate response. In this chapter we use the CMIP3 models as a baseline against which to

Table 10.1: Key diagnostics

<table>
<thead>
<tr>
<th>Process</th>
<th>Diagnostic</th>
<th>Variables</th>
<th>Data, Models</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Climate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Climate</td>
<td>$u$, mean, variability</td>
<td>$u$</td>
<td>NCEP, ERA-40</td>
<td></td>
</tr>
<tr>
<td><strong>Climate Trends</strong></td>
<td>Linear trends, 20th Century</td>
<td>$T$, $Z$, $O_3$</td>
<td>CMIP3</td>
<td>Thompson and Solomon (2002)</td>
</tr>
<tr>
<td><strong>Dynamical Coupling</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAM, SAM</td>
<td>Annular Modes</td>
<td>$Z$, REF-B1</td>
<td>ERA-40, NCEP</td>
<td>Thompson and Baldwin (2009)</td>
</tr>
<tr>
<td>AM RMS amplitude</td>
<td>$Z$, REF-B1</td>
<td>ERA-40, NCEP</td>
<td>Gerber et al. (2010)</td>
<td></td>
</tr>
<tr>
<td>Latitude of AM node</td>
<td>$Z$, REF-B1</td>
<td>ERA-40, NCEP</td>
<td>Gerber et al. (2010)</td>
<td></td>
</tr>
<tr>
<td>Seasonal AM variance</td>
<td>$Z$</td>
<td>ERA-40</td>
<td>Baldwin et al. (2003)</td>
<td></td>
</tr>
<tr>
<td>Tropospheric AM predict-</td>
<td>$Z$</td>
<td>ERA-40</td>
<td>Baldwin et al. (2003)</td>
<td></td>
</tr>
<tr>
<td>AM e-folding time scale</td>
<td>$Z$</td>
<td>ERA-40</td>
<td>Baldwin et al. (2003)</td>
<td></td>
</tr>
<tr>
<td><strong>Radiation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radiative Forcing</td>
<td>Ozone-induced radiative</td>
<td>$O_3$, REF-B1</td>
<td></td>
<td>Forster et al. (2007)</td>
</tr>
<tr>
<td><strong>Ozone Fluxes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ozone flux from strato-</td>
<td>$O_3$, $w^*$</td>
<td>ERA-Interim</td>
<td>Hegglins and Shepherd (2009)</td>
<td></td>
</tr>
</tbody>
</table>

* Listed references only provide examples

$^b$ Abbreviations: NAM=Northern Annular Mode; SAM=Southern Annular Mode;
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compare the CCMVal models: This allows us to assess the impacts on stratosphere-troposphere coupling of a better-resolved stratosphere and stratospheric processes.

In this chapter we will review stratosphere-troposphere coupling in the CCMVal models, and compare CCMVal simulations with observations and other models, such as the CMIP3 models. We will investigate what is required to realistically simulate stratosphere-troposphere coupling in climate models.

### 10.2 Validation of tropospheric and stratospheric climate

In this section we compare measures of mean climate and variability in the stratosphere and troposphere of the CCMVal-2 models with observations. Coupled chemistry-climate models generally have higher stratospheric resolution and more realistic stratospheric processes than conventional climate models, suggesting that their representation of stratospheric climate may be better. Given the notion that the stratosphere and the troposphere form a two-way interacting system, one might even argue that an improved stratosphere should lead to a superior troposphere. On the other hand, less attention is typically devoted to a realistic simulation of the troposphere when developing coupled chemistry-climate models (CCMs). In order to assess which of these different viewpoints is most appropriate, this subsection will use broad aspects of mean climate and climate variability to evaluate CCMVal-2 and other classes of climate models. The performance metric used here is based on zonal mean quantities describing the large-scale circulation and the temperature structure of the atmosphere.

Table 10.2 gives an overview of model output considered in this comparison. All available model output from the CCMVal-2 simulations is employed. In addition, results from CMIP3 (Meehl et al., 2007a) and the “First Chemistry-Climate Model Validation (CCMVal-1) (Eyring et al., 2007) are included. The CMIP3 data set contains simulations from all the major coupled ocean-atmosphere models around the world, compiled around 2005. The corresponding models were not specifically designed to resolve the stratosphere, and their stratospheric resolution, which varies greatly from model to model, is generally lower than that of the CCMVal-2 models. Thus, comparing CMIP3 with CCMVal should shed some light on the effects of a well-resolved stratosphere for the simulation of tropospheric climate.

The exact number of models examined depends on the type of analysis. Analysis based on monthly means includes 12 models from CMIP3, 13 models from CCMVal-1 (REF-1 experiment), and 18 models from CCMVal-2 (REF-B1 experiment). Some models provided multiple ensemble members; in this case all available members are used and appropriately combined into a mean outcome. Analysis of daily data is limited to fewer models because the necessary output was not provided by all models. The ERA-40 rean-

<table>
<thead>
<tr>
<th>Model used for model validation</th>
<th>monthly (mean and interannual variability)</th>
<th>daily (synoptic variability)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMMVal-1 (REF-1)</td>
<td>AMTRAC, CCSRNIES, CMAM, E39C, GEOSSCM, LMDZRepro, MAECHAM4CHEM, MRI, SOCOL, ULAQ, UMETRAC, UMSLIMCAT, WACCM</td>
<td></td>
</tr>
<tr>
<td>CMMVal-2 QBO</td>
<td>CAM3.5, CCSRNIES, E39CA, EMAC, MRI, NiwaSOCOL, SOCOL, ULAQ, UMSLIMCAT, UMUKCA-METO, UMUKCA-UCAM, WACCM</td>
<td>CCSRNIES, SOCOL, UMUKCA-METO, WACCM</td>
</tr>
</tbody>
</table>
alysis (ERA-40, Uppala et al., 2005) is used as a reference against which the simulations are validated. The NCEP/NCAR reanalysis (NNR) is also used to provide an indication of uncertainty associated with the reanalysis method.

The performance metric used in this comparison is based on zonal means of zonal wind ($u$, meridional wind ($v$), and temperature ($T$). Clearly, it would have been desirable to include more than these quantities, but this was not possible because of the limited amount of archived model output. The above three quantities are examined from pole-to-pole and from the surface to the mid-stratosphere. In most of the analysis tropospheric (1000 - 200 hPa) and stratospheric (150 - 10 hPa) climate is investigated separately. The common base period for models and observations is 1979-1999, and three different categories of climate are investigated: (1) long-term means, (2) interannual variability, and (3) synoptic variability. Interannual variability is calculated from seasonal mean anomalies over the given number of years. Synoptic variability is calculated from daily high-pass filtered anomalies, derived by removing a low-pass filtered version of the daily data (using a Gaussian weighting with a “full width at half maximum” of 15 days) from the original daily data. Multi-model variability is computed by concatenating the anomaly time series from all participating models (and/or ensemble members) and then calculating variability. Before errors are calculated all model data are interpolated to the common grid of the validating ERA-40 reanalysis.

For each climate category and climate quantity two different measures of error are considered: First, the pattern correlation ($r$) between the simulated and observed spatial fields, and second, the normalised error variance ($E^2$) or root mean square error ($E$). $E^2$ is defined by

$$E^2 = \sum_{n=1}^{N} w_n d_n^2,$$  

(10.1)

where $w_n$ indicates appropriate weighting by the cosine of latitude, the layer thickness in log pressure (corresponding approximately to weighting each grid cell by its volume), and the number $N$ of grid points, and $d_n$ represents a (normalised) difference between simulated and observed fields at grid point $n$. For the analysis of mean climate, $d_n$ is taken to be the difference between model and observation, normalised by the observed local interannual standard deviation. This can be written as

$$d_n = \frac{m_n - o_n}{\sigma_{n.o.inter}},$$  

(10.2)

where $m$ and $o$ represent the mean climate of model and observation, and $\sigma$ denotes the observed interannual standard deviation (Reichler and Kim, 2008). For the analysis of climate variability, $d_n$ represents the log$_2$ variability ratio between model and observation, or

$$d_n = \log_2 \frac{m_n}{o_n}.$$  

(10.3)

Here, $m$ and $o$ are the standard deviations on interannual or synoptic time scales. With this definition, a perfect simulation has a variability ratio of zero, and positive or negative values indicate the factor by which a model over- or underestimates the observed variability. The above two definitions for $d$ result in normalised and non-dimensional error estimates that can be compared across quantities.

In some of the analysis, the individual $r$ and $E^2$ values for the different quantities and/or models are combined into an overall error estimate. This is accomplished by taking simple averages from the $E^2$ values. The correlations $r$, however, are combined by averaging their Fisher-z-transformed values and by applying the inverse Fisher-z-transform to the average.

The error calculations are carried out separately by quantity ($u$, $v$, $T$), season (January-March, JFM; October-December, OND), model, and also for the multi-model mean. The analysis is focused on the northern extra-tropics ($30^\circ$N-90$^\circ$N) during JFM and the southern extra-tropics ($30^\circ$S-90$^\circ$S) during OND. These two cases were chosen because they represent the time when and the region where the dynamical coupling between the stratosphere and troposphere is expected to be strongest (Baldwin et al., 2003). One should therefore expect that the possibility that the simulations of the stratosphere and the troposphere are related is maximised.

### 10.2.1 Multi-model mean comparison

The zonal mean cross sections in Figure 10.1 present multi-model mean errors for zonal wind during JFM for mean climate and its interannual variability (results for individual CCMVal-2 models can be found in the electronic supplement). The errors shown are simple differences (i.e., $m_n - o_n$ or log$_2(\frac{m_n}{o_n})$) between the multi-model means ($m$) and ERA-40.

Overall, the outcomes from the two CMIP3 experiments (20C3M and AMIP) are very similar, indicating that specifying observed SSTs has only a limited impact on the simulation of zonal winds. For mean climate, both CMIP3 experiments exhibit a pronounced positive wind bias extending down from the stratosphere into the troposphere. This leads to tropospheric jets that are too strong over the NH and equator-ward and upward shifted over the SH. The error patterns in interannual variability show large negative biases in the tropical stratosphere. This lack of variability is because most CMIP3 models do not simulate the Quasi-Biennial Oscillation (QBO). The CMIP3 models as a group also have a tendency toward too much variability over the SH extra-tropics.

The multi-model mean simulations of CCMVal-1 and CCMVal-2 are also quite similar, although biases tend to be somewhat smaller in the more recent CCMVal-2 models. Comparing CCMVal models against CMIP3 models
gives clear evidence that, overall, the stratosphere-resolving CCMVal models perform better in their simulations of mean stratospheric circulation. The CCMVal models also exhibit more realistic variability in the tropical stratosphere, even in those models without a QBO, although the CCMVal-2 models tend to exhibit a larger high bias in JFM SH stratosphere variability than the CMIP3 models, very likely associated with the delayed SH final warming seen in these models (Section 4.4.4). In the troposphere, the general problem of a shifted southern hemispheric jet is even more pronounced in the CCMVal models. In addition, the CCMVal models exhibit an even larger bias in interannual variability in the SH troposphere than the CMIP3 models. It also seems that the tropospheric wind simulations are somewhat more realistic in CMIP3, but the differences are quite subtle. This could be because more attention is focused on tuning the CMIP3 models to reproduce a realistic tropospheric climate than for the CCMVal-2 models.

Figure 10.1: JFM multi-model errors in zonal-mean zonal wind. Errors are based on (a) mean climate and (b) interannual variability. The first panels show full fields (in m/s) from the validating ERA-40 reanalysis. The remaining panels show errors for the NCEP/NCAR reanalysis and for the various multi-model groups. Yellowish (bluish) colours indicate positive (negative) errors. Errors in (a) mean climate are differences drawn at 2 m/s intervals. Errors in (b) variability are log2-variability ratios drawn at 0.5 contour intervals. Grey contour lines indicate full fields from the validating ERA-40, shown in the first panels.
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Stratifying CCMVal-2 into QBO-producing and non-QBO-producing models shows the expected impact on the interannual variability in the tropical stratosphere. This, however, does not seem to affect the extra-tropical interannual variability much, and the problem of a positive bias in variability over the SH exists in both model groups.

10.2.2 CCMVal-2 performance

The diagrams in Figure 10.2 summarize the combined errors in zonal and meridional wind and temperature for the individual CCMVal-2 models. The x and y axes show the normalised root mean square errors $E$, and the pattern correlations $r$, such that the best performing models are located in the lower left corner. The grey contour lines combine $r$ and $E$ into a single skill index $S$ according to

$$S = \frac{r^2}{1 + bE^2},$$

where the parameter $b$ assigns a relative weight to the two error components $r$ and $E$. Here, $b$ is chosen such that $S = 1\%$ if $r = 1$ and $E = 30$.

Individual models are identified by the first two letters of their official model names (Table 10.2). The larger filled “2” symbols indicate the median of all models. Colour is used to discriminate six different aspects of model performance, hue indicates tropospheric (reddish) and stratospheric (bluish) performance, and colour intensity

![Figure 10.1 continued.](image-url)
Figure 10.2: CCMVal-2 seasonal mean combined performance for $u$, $v$, and $T$. Performance is shown in terms of (y-axis) pattern correlation, (x-axis) nrms-error, and (gray contours) skill $S$ (in %). Lower left (upper right) corner corresponds to best (worst) performance. Left panel is for NH ($30^\circ$N-$90^\circ$N) (January-March) and right panel is for SH ($30^\circ$S-$90^\circ$S) (October-December) extra-tropics. Blue (red) colours indicate stratospheric (tropospheric) performance. Colour intensity indicates: (light) synoptic variability; (dark) interannual variability; (medium) mean climate. Individual models are identified by first two letters of their official model names. US, UM, and UU denote UMSLIMCAT, UMUKCA-METO, and UMUKCA-UCAM, respectively. Large filled symbols denote median outcome of all models in one group.

Figure 10.3: Comparison between CCMVal-2 and CCMVal-1 for $u$ and $T$. Individual models are indicated by “1”s (CCMVal-1) and “2”s (CCMVal-2). Oval shapes indicate $\pm 1\sigma$ uncertainty range of median performance for one model group. The shapes are ellipses that are distorted by the logarithmic scale of the axis. See the caption to Figure 10.2 for more details.
The outcomes for the different climate categories tend to be well separated from each other. For example, stratospheric skill is generally higher than tropospheric skill, mean climate is usually associated with larger $r$ and $E$ values and interannual variability with smaller ones. Within each performance category, the variation of $E$ and $r$ leads to elongated structures of individual model outcomes. Models also tend to perform better over the NH during JFM (left) than over the SH during OND (right), which is in part related to the fact that the two diagrams represent different seasons (boreal winter and austral spring). However, taking all seasons together skill values are still generally higher over the NH than over the SH (not shown).

As indicated by the median outcomes (“2” symbols), overall the models match the observations quite well. In most cases, the pattern correlations exceed 70% and the root mean square errors amount to less than four standard deviations. This leads to skill scores of 50-70%. However, there are also some noticeable outliers. ULAQ underperforms in all categories of climate: in stratosphere and troposphere, over both hemispheres, and in mean climate as well as in interannual variability. CNRM-ACM performs well in the troposphere but underperforms in the stratosphere, which is likely related to the strongly equator-ward displaced jet in this model (Figure 4.3). WACCM performs poorly in the SH, which is likely related to a strong late bias in the final warming date for this model (Figure 4.27). In summary, these results suggest that there is a wide range of performances amongst the individual CCMVal-2 models, with some models clearly being identifiable as outliers.

As explained before, the model results represent means of all available ensemble members. However, outcomes for individual realizations for models that provide multiple members are very similar ($\Delta S < 5\%$, not shown), indicating that the results are robust. For clarity, the outcomes of validating NNR against ERA-40 are also omitted. However, the skill of NNR generally ranges between 80 and 99% and thus exceeds that of any individual model.

### 10.2.3 CCMVal-2 vs. CCMVal-1

CCMVal-2 is a continuation of the former CCMVal-1 project, and it is natural to ask whether the new features and improvements implemented in CCMVal-2 models also translate into better climate simulations. This issue is addressed in Figure 10.3. The diagrams here are similar to Figure 10.2 except that synoptic variability is omitted and that errors in meridional wind are not considered (both because of limited data from CCMVal-1). Another difference is that median outcomes are replaced by median uncertainty estimates. These estimates were derived by bootstrapping, i.e., by randomly selecting the models included in the calculation of the median and by repeating this procedure many (1000) times. The resulting probability distributions were used to determine the $\pm 1\sigma$ median intervals, which are shown by the filled oval structures.

Figure 10.3 only includes models that participated in both the CCMVal-1 and the CCMVal-2 activity. Individual model outcomes are indicated by “1” and “2” for CCMVal-1 and CCMVal-2, respectively. In most cases there is overlap between the median uncertainty estimates of the two model groups, indicating that the performance differences between CCMVal-1 and CCMVal-2 are small. In particular, CCMVal-1 and CCMVal-2 produce tropospheric mean climate simulations (medium red) that are almost identical. In the other climate categories, however, CCMVal-2 tends to have somewhat higher skill, indicating slight, but non-significant, improvements of CCMVal-2 over its first generation predecessor.

### 10.2.4 CCMVal-2 vs. CMIP3

Figure 10.4 presents a comparison between CCMVal-2 and CMIP3. The average over all three climate quantities is displayed. In order to make the comparison fair, CMIP3 model output was derived from the AMIP-type experiment, meaning that both CCMVal-2 and CMIP3 models were forced with prescribed sea surface temperatures (SSTs) and sea ice.

From the median uncertainty estimates one can see that tropospheric mean climate and tropospheric synoptic variability are simulated quite similarly by the two model groups. In the other categories, however, CCMVal-2 generally outperforms CMIP3. This is perhaps to be expected in the stratosphere, but interannual variability in the troposphere over both hemispheres is also better simulated in CCMVal-2. We investigated whether this result is related to the simulation of a more realistic QBO by many CCMVal-2 models. However, stratifying CCMVal-2 into QBO and non-QBO producing models (not shown) does not support this hypothesis. These results provide clear evidence that the improved representation of stratospheric processes in the CCMVal-2 models gives an improved stratospheric climate relative to the CMIP3 models. Moreover, this improvement is not realized at the expense of tropospheric simulation quality.
10.3 Evaluation of Stratosphere-Troposphere Coupling in Models

10.3.1 Downward propagation of Annular Mode anomalies

Baldwin and Dunkerton (1999, 2001) demonstrated that circulation anomalies originating in the stratosphere propagate downward and influence the tropospheric circulation for up to two months. In this subsection the downward propagation of circulation anomalies in the CCMVal-2 models is examined using time series of the annular mode indices. The Northern Annular Mode (NAM) and Southern Annular Mode (SAM) at each pressure level are defined here as the first Empirical Orthogonal Functions (EOFs) of the daily zonal-mean geopotential height between the equator and the respective pole, weighted by the square root of the cosine of latitude. Before the analysis, the global-mean geopotential height is removed each day and a slowly-varying seasonal climatology is also removed (Gerber et al., 2010). The seasonal cycle (smoothed by a 30 day running mean) and linear trends are removed from the height fields before the analysis. The annular mode indices are computed by projecting the area-weighted daily geopotential height anomalies onto the EOF patterns, and are normalised to have unit variance. For the model integrations, the annular modes were calculated from one realization of the REF-B1 scenario. The indices from all integrations of a given model were then computed by projecting the de-trended geopotential height anomalies onto this pattern. As the annular mode statistics appear to be relatively insensitive to climate trends, we use all REF-B0, -B1, and -B2 scenario integrations available to maximise the sample size. ECMWF and NCEP-NCAR reanalyses were analysed from 1958–2008 in the NH and 1979–2008 in the SH, due to the poor quality of the reanalyses prior to the advent of satellite observations in the SH.

Daily mean (or instantaneous) fields are provided by nine CCMVal-2 models (REF-B1 simulations). For those models which provided multiple realizations the time series were constructed by concatenation of all available realisations. We also use output from BCCR-BCM2.0, GFDL CM2.0 and GFDL CM2.1, the only CMIP3 models that provide daily geopotential height data. These are low top models with upper layers at 10 hPa, 3 hPa and 3 hPa respectively. Following Baldwin and Dunkerton (2001) and Thompson et al. (2005), we show composite differences of strong and weak stratospheric annular mode events. The strong (weak) events are determined by the dates on which the 10-hPa NAM index cross the ±2 standard deviation threshold. Only one event per year (the one with the largest magnitude) is chosen because the time scale of the events is comparable to the length of the dynamically active season.

Figure 10.5 shows a comparison of composite differ-
Figure 10.5: Composite differences of the standardized NAM index between strong and weak stratospheric events. Results are shown for three CMIP3 models for which suitable daily data were available (top row), eleven CCMVal-2 models (REF-B1 simulations) with daily data available, and the ERA-40 reanalysis. Day 0 corresponds to the onset of the stratospheric event at 10 hPa. Shading interval is at 0.5 standard deviations and contour interval is at 1 standard deviation. Shading is drawn for values exceeding 0.5 standard deviations. Blue shading denotes positive values in the NAM index. Numbers above each panel indicate numbers of strong and weak events included in the composite.
Figure 10.6: Composite differences of the standardized SAM index between strong and weak stratospheric events. Results are shown for three CMIP3 models for which suitable daily data were available (top row), eleven CCMVal-2 models (REF-B1 simulations) with daily data available, and the ERA-40 reanalysis. Day 0 corresponds to the onset of the stratospheric event at 10 hPa. The shading interval is 0.5 standard deviations and contour interval is 1 standard deviation. Shading is drawn for values exceeding 0.5 standard deviations. Blue shading denotes positive values in the SAM index. Numbers above each panel indicate numbers of strong and weak events included into the composite, and are lower for ERA-40 because observations were taken solely from the period 1979-2008.
10.3.2 Annular mode time scales and predictability

We first quantify the amplitude of the annular mode (AM) variability as a function of height in Figure 10.7. All CCMVal-2 models simulate the amplitude of the annular modes in the stratosphere more accurately than the three CMIP3 models for which upper atmospheric output is available. The improvements are particularly evident in the NH. Nearly all CCMVal-2 models correctly capture the increased variance of the NAM relative to the SAM, while the CMIP3 models incorrectly have larger AM amplitudes in the SH. There is substantially more spread between the models and reanalyses in the SH, suggesting less agreement between models in representing SH dynamics. This is consistent with differences in the temporal variability, as documented below.

Figure 10.8 compares the seasonal and vertical structure of the annular mode variance in the ECMWF reanalysis and the multi-model ensemble mean. The models, both as a group and individually (not shown), simulate the structure quite well, capturing the marked asymmetry of the AM seasonal cycle between the two hemispheres. The seasonal cycle in models, however, is slightly delayed in both hemispheres, particular in the lower stratosphere. This is likely a consequence of a delayed break down of the vortex, and, in the NH, of limited variability in the early winter (see Figure 4.27).

The models capture the qualitative structure of the annular mode temporal variability, as seen in the seasonal and vertical evolution of the AM e-folding time scale in Figure 10.9. This time scale is found by computing a seasonally localized autocorrelation function at each pressure level and calendar date, which is then fit to an exponential function (Baldwin et al., 2003). It thus provides a rough estimate of the persistence of AM anomalies. It is important to interpret these time scales in the context of the variance structure shown in Figure 10.8. The time scales are most meaningful when the AM is active; the extreme persistence in the NH summer, for instance, occurs during a period when there is almost no variability of the NAM, and could be due to very small variations in total column ozone left over from the previous winter (Fioletov and Shepherd, 2003). The models simulate the NH-SH asymmetry in the seasonal cycle of the AM e-folding time scale, both in the troposphere and lower stratosphere, and the tendency towards longer time scales in the SH. The models, however, overestimate the time scales, particular in the SH (note the nonlinearity of the colour scale). The biases in the troposphere are similar to those found in the CMIP3 models (Gerber et al., 2008). In addition, the seasonal cycle of the time scales is delayed and broadened in both hemispheres.

Comparison between Figures 10.8 and 10.9 suggests a close relationship between increased variance of the AM...
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Figure 10.8: The variance of the NAM and SAM indices as a function of seasonal and height: (top) ECMWF reanalysis and (bottom) the multi-model ensemble mean. Note that the indices have been normalised to have unit variance at all levels, removing the systematic increase in variance with height shown in Figure 10.7.

Figure 10.9: The e-folding time scale of the NAM and SAM indices as a function of seasonal and height: (top) ECMWF reanalysis and (bottom) the multi-model ensemble mean.

Figure 10.10: The fraction of the variance of the monthly mean 850 hPa AM index, lagged by 10 days, that is linearly correlated with the instantaneous AM index as a function of season and height: (top) ECMWF reanalysis and (bottom) the multi-model ensemble mean.
in the lower stratosphere and increased persistence of the AM in the troposphere in both the reanalysis (as observed by Baldwin et al. (2003)) and in the models. One does not find this connection between variance and persistence of the AM in the troposphere alone. This suggests that the tropospheric AM becomes more persistent when there is stronger variability in the stratosphere; at these times, the longer time scales of the lower stratosphere can impact tropospheric persistence.

To confirm this connection between the lower stratosphere and troposphere, we repeat the analysis of Baldwin et al. (2003, c.f. Figure 2). Figure 10.10 plots, as a function of height and season, the fraction of the variance of the next month’s mean 850 hPa AM index, lagged by 10 days, that can be “predicted” from a persistence forecast based on today’s instantaneous AM index. For example, the bullet of increased variance in the NH winter stratosphere suggests that information about the state of the NAM between 30 and 100 hPa is more useful for making forecast of next month’s near surface NAM than knowledge of the near surface NAM itself. The consistency of the model biases toward a later seasonal cycle – in variance, time scales, and predictability – is particularly striking in the NH, and suggests that these phenomena are closely related. The predictability relationship in the SH is less clear. With the reanalysis, we have restricted analysis to the satellite era, which is a relatively short period leading to more uncertain correlations. With the models, the bias towards very long time scales leads to spurious predictability. Nonetheless, there is evidence of delayed and downward coupling between the lower stratosphere and the near surface, likely associated with the final warming of the vortex.

Gerber et al. (2008) found that the AM time scales in the CMIP3 models were relatively insensitive to climate trends. To assess the stability of the annular mode statistics in the CCMVal-2 models, we compared the late 20th century AM statistics (variance, time scales, and correlation structure) of the REF-B1 integrations with those based on the last five decades of the 21st century in the REF-B2 integrations (not shown). In general, we find that the statistics do not change much. The most significant exception is found in the variance structure of the SH stratosphere, where the period of peak variance shifts earlier in the season and weakens slightly. This is most likely due to the recovery of the ozone hole, which warms the spring/summer stratosphere, producing an earlier and more regular transition from westerlies to easterlies. In the NH, there is evidence that the peak AM time scales and the correlation structure shift earlier in the seasonal cycle, which could indicate increased variability in the winter and an earlier breakdown of the vortex. We note that the models have trouble getting the timing of the seasonal cycle correct in the observed period, so we must be cautious of over-interpreting these trends. In both hemispheres, however, these trends make the late 21st century simulations less biased compared to 20th century observations than the 20th century simulations themselves.

Up to this point we have focused on similarities in the model results. There is, however, significant spread between models. The AM e-folding time scales of each model at 100 and 500 hPa are shown in Figure 10.11. Individual models robustly capture the seasonal cycle of variability in both hemispheres, with the possible exception of the NH troposphere; the seasonal cycle of the tropo-
spheric NAM, and evidence of downward coupling, are less clear in some models. It is also evident that the delay in the seasonal cycle and overestimation of time scales is a common bias. The SAM time scales vary by a factor of 2 in the stratosphere and a factor of 4 in the troposphere. It should be noted that GEOSCCM and WACCM, however, appear to match observations well. The vertical structure of their temporal variability (and that of many models) however differs slightly from observations. As seen in Figure 10.9, the SAM time scales in the reanalysis are relatively barotropic in the troposphere, while models tend to exhibit weaker persistence in the lower troposphere. We also note that their appears to be little correlation between model biases in the NH and SH. For example, GEOSCCM and WACCM, noted above for their short SAM time scales, exhibit among the longest tropospheric NAM time scales.

The overestimation of time scales in the SH may influence the sensitivity of the models to external forcing, as suggested by the Fluctuation-Dissipation theorem (Gerber et al., 2008). In particular, the tropospheric jets in models with long time scales may be more sensitive to external forcing. The biases and spread between the models suggest errors in model dynamics, especially in the SH, where coupling between the stratosphere and troposphere and/
or between eddies and the mean flow may be too strong. Lastly, the unrealistic SAM time scales in the troposphere of many models may have implications for their representation of regional climate variability, particularly in the mid-latitudes.

10.4 Simulations of stratospheric influence on the troposphere in the past and future

10.4.1 Dynamical effects

10.4.1.1 Southern Hemisphere

The most often discussed and perhaps most important mode of influence of long-term stratospheric changes on the troposphere are the effects of changes in the stratospheric circulation on the tropospheric circulation, or dynamical effects. The last decades of the 20th century were marked by a significant change in the Antarctic tropospheric circumpolar circulation, with strengthening westerly winds and decreases in Antarctic geopotential height (Thompson and Solomon, 2002). The trends were largest in summer, lagging by 1-2 months similar trends in the stratosphere, which suggests a possible stratosphere-to-troposphere influence.

Figure 10.12 shows ensemble-averaged 1969-1998 temperature and geopotential height trends in the Antarctic in observations (Thompson and Solomon, 2002), in 13 CMIP3 models that include stratospheric ozone depletion, and in 17 CCMVal-2 models (REF-B1 simulations). Here and elsewhere in this chapter, trends shown are linear least squares trends. See Figure 10.13 for the models and the number of realizations used. Consistent with the observations and CMIP3 simulations, the CCMVal-2 simulations show a maximum cooling at close to 100 hPa in November. However, the magnitude of the cooling is rather larger in the CCMVal-2 model mean, reaching 11 K, as opposed to ~7 K in the observations and the CMIP3 models. This discrepancy between models and observations is reduced by ~1 K if each model (rather than each simulation) is given equal weight, it is further reduced if the cooling is averaged over October-January at 100 hPa, and it is further reduced if the cooling is averaged over the whole of the Antarctic rather than at the locations of the radiosonde stations (see below). There is a large spread in this simulated cooling across the model ensemble, and no consistent bias in total ozone trend across the ensemble, but there is some indication that the CCMVal-2 models tend to simulate a larger stratospheric cooling for a given September-December total ozone trend compared to observations or the CMIP3 simulations (Figure 10.13). Note however, that the observed ozone trend used here is based on data from a single station (Halley), and therefore is relatively uncertain, and likely different to the Antarctic mean trend. EMAC,

Figure 10.13: 30-yr trends (1969-1998) in Antarctic September-December total ozone versus the October-January temperature trend at 100-hPa in 17 CCMVal-2 (REF-B1) models, 14 CMIP3 models including stratospheric ozone depletion, and observations. Observed temperature trends are based on Thompson and Solomon (2002) and ozone trends are based on measurements at Halley. CMIP3 ozone trends are shown for those models using Randel and Wu (1999) ozone. The temperature trends for CMIP3 models whose driving ozone trends were not reported or not available are shown in the black box in the lower part of the plot.
UMUKCA-METO, and UMUKCA-UCAM simulate too weak a stratospheric cooling and EMAC also simulates a total ozone trend that is too weak. The CCMVal-2 models also simulate a warming overlying the ozone-induced cooling, which is likely dynamical in nature (e.g., Manzini et al., 2003), and is just visible in the radiosonde observations, while being absent in the CMIP3 simulations, perhaps because of their limited stratospheric resolution.

The focus of this chapter is on coupling to the troposphere, and the second column of panels in Figure 10.12 shows that the simulated decrease in geopotential height is not limited to the stratosphere, but is also simulated in the troposphere, reaching a maximum in January in the CCMVal-2 models, two months after the maximum stratospheric cooling, and three months after the maximum stratospheric ozone depletion. Thus, consistent with earlier modelling studies (Gillett and Thompson, 2003; Arblaster and Meehl, 2006; Shindell and Schmidt, 2004; Karpechko et al., 2008), the CCMVal-2 simulations simulate a clear downward propagation of the response to ozone depletion from the stratosphere to the troposphere. The tropospheric geopotential height response is somewhat weaker than that observed, but somewhat stronger than that simulated by the CMIP3 models. Concurrent with the tropospheric geopotential height response, and despite the prescribed SSTs in all but one model, the CCMVal-2 models simulate a tropospheric cooling over the Antarctic, consistent with the observed non-significant tropospheric cooling trend. The ensemble-mean cooling trend is larger than that simulated by the CMIP3 models, perhaps because of the larger cooling in the stratosphere.

Figure 10.14a shows ensemble mean zonal wind changes in the CCMVal-2 ensemble, and demonstrates that the historical simulated wind changes correspond to a poleward shift of the SH tropospheric jet in DJF. The ensemble mean simulated trends in the satellite era are remarkably similar to those estimated from reanalysis data, although the magnitude of the tropospheric trends is somewhat underestimated (reanalysis data not shown).

Figure 10.16a shows that the simulated Antarctic cooling at 100 hPa in the CCMVal-2 models and CMIP3 models with ozone depletion agrees well with the observations, when averaged over October-January and with equal weight given to each model. Observations of October Antarctic column ozone depletion lie within the spread of CCMVal simulations (Chapter 9). A close correlation is seen between SOND ozone depletion and the ONDJ 100-hPa Antarctic temperature trend (Figure 10.15a), and a similarly high correlation is seen with the DJF tropopause pressure trend (Figure 10.15b). Cooling in the lower stratosphere increases the temperature lapse rate near the tropopause, pushing the height of 2 K/km temperature lapse rate upward (this lapse rate is used to define the tropopause here) (Santer et al., 2003; Son et al., 2009a).

Figure 10.14: Long-term mean (orange) and linear trend (black contour) of the DJF-mean zonal-mean zonal wind (a) for the time period of 1960-1999 in REF-B1 runs, and (b) for the time period of 2000-2079 in REF-B2 runs. Contour intervals are 10 m/s starting from 10 m/s for climatology and 0.2 m/s/decade for trend. Zero lines are omitted and values greater than one standard deviation are shaded.
likely to be largely cancelled out by the effect of greenhouse gas increases in DJF, and no significant shift in the jet location at 850 hPa is seen (Figure 10.14b and 10.15c). Figure 10.16b contrasts the shift in the tropospheric jet in the 21st century simulated in the CCMVal-2 models with that simulated in the CMIP3 models with and without changes in stratospheric ozone. Those CMIP3 models with no future ozone changes, but continued greenhouse gas increases simulate a southward shift in the DJF jet location, in contrast to little change in the jet location in those CMIP3 models with specified ozone recovery and in the CCMVal-2 simulations. Note that, in contrast to CCMVal-1 (Son et al., 2008), there is only a small and non-significant northward shift in DJF jet location in the 21st century in the CCMVal-2 ensemble mean. The reason for this difference in behaviour between the CCMVal-1 and CCMVal-2 simulations remains to be determined. The jet location trends simulated in the 21st century in the CCMVal-2 models are consistent with those simulated in the CMIP3 models with stratospheric ozone recovery (Figure 10.16).

Figure 10.16c demonstrates that both CCMVal-2 models and CMIP3 models simulate a poleward expansion of the SH Hadley cell in the last decades of the 20th century (Lu et al., 2007; Seidel et al., 2008). Changes in the width of the Hadley Cell are of particular interest because of their potential impacts on precipitation patterns (Seidel et al., 2008). Previous research has mainly focused on the role of greenhouse gases in forcing this trend, but the results presented here both for the CMIP3 models with and without ozone depletion (Figure 10.16c), and for the CCMVal-2 simulations (Figure 10.15d and Figure 10.16c), demonstrate an important role for stratospheric ozone depletion in driving the broadening of the Hadley Cell in DJF (see also Son et al., 2009b). Observed broadening of the Hadley Cell is larger than that simulated by the CMIP3 models (Seidel et al., 2008): These results suggest that stratospheric ozone depletion, not included in many of the CMIP3 models, may help to explain this discrepancy. In JJA, when stratospheric ozone depletion is small, the CCMVal-2 simulations and the CMIP3 simulations all exhibit similar broadening.

Figure 10.15: Trend relationship between SOND-mean ozone at 50 hPa integrated south of 64°S and variables of interest: (a) ONDJ-mean temperature at 100 hPa integrated south of 64°S, (b) DJF-mean extra-tropical tropopause pressure integrated south of 50°S, (c) location of the DJF-mean zonal wind maximum at 850 hPa, and (d) location of the SH Hadley cell boundary at 500 hPa. Linear trends are computed for the time period of 1960-1999 in the REF-B1 runs (red circles) and for the time period of 2000-2079 in the REF-B2 runs (blue squares). Trends which are statistically significant at the 95% confidence level are bounded in black. Significance is tested with the method used in Santer et al. (2000). Note that the 20th century trends are calculated over a 40-yr period compared to an 80-yr period for the 21st century trends, likely explaining their larger variability.
Future greenhouse gas increases are expected to drive a continuing poleward expansion of the Hadley Cell (Seidel et al., 2008), but the results presented here indicate that this effect may be offset by the effects of stratospheric ozone recovery in DJF in the SH, with the CCMVal-2 models simulating little change in the width of the SH Hadley Cell in this season (Figure 10.15d and Figure 10.16c).

### 10.4.1.2 Northern Hemisphere

Figure 10.14a shows very few regions of significant trends in zonal-mean zonal wind in DJF in the NH in the CCMVal-2 model mean for the 1979-1999 period. In the 2000-2079 period (Figure 10.14b) a strengthening of the subtropical jet is seen in the upper troposphere and lower stratosphere, but with few regions of significant zonal wind change in the lower troposphere. Arctic average geopotential and temperature trends in the CCMVal-2 simulations of the past do not show a clear downward propagating trend signal of the type shown in the SH in Figure 10.12 (not shown). However, a regression analysis of the NAM index onto hemispheric mean total column ozone and CO2 indicated significant co-variability between ozone variations and the near-surface NAM index in winter and spring, and also significant covariability between Cl at 50 hPa and the near-surface NAM, taking the ensemble of models together (Morgenstern et al., 2010). Results are therefore suggestive of a role for ozone depletion in forcing long-term changes in the NAM in the CCMVal-2 models.

### 10.4.2 Radiative effects

Stratospheric changes in temperature and composi-
tion influence the troposphere and surface not only through dynamical mechanisms, but also more directly through changes in the radiative fluxes between the stratosphere and troposphere. Stratospheric ozone depletion has contributed to an increase in surface UV radiation (WMO/UNEP, 2007), it is a contributor to global radiative forcing (e.g., Forster et al., 2007), and the radiative influence of ozone depletion on the troposphere has been proposed as a mechanism to explain tropospheric cooling over Antarctica (Grise et al., 2008; Keeley et al., 2007). Some of these effects are investigated in the CCMVal-2 models here.

### 10.4.2.1 The response of surface UV radiation to stratospheric ozone changes

Total column ozone and vertical profiles of ozone and temperature from the REF-B1 and REF-B2 runs of the CCMVal-2 models were used to calculate solar ultravio-

![Figure 10.17: REF-B1 Runs: Annual means of surface clear-sky erythemal irradiance changes (in %, relative to 1965-1979) for five latitude belts. From top left to bottom (a)75°N-55°N, (b)55°N-25°N, (c)25°N-25°S, (d)25°S-55°S and (e) 55°S-75°S. The model names are indicated in the centre panel. The black line represents the multi-model average.](attachment:image.png)
ern latitudes), as a result of the ozone decline. These results are related to variations in column ozone shown in Chapter 9: For example, MRI and CNRM-ACM have larger than average tropical ozone losses (Section 9.3.4), and hence a larger increase in tropical UV. The ozone-induced effect of the El Chichón and Pinatubo eruptions on surface UV radiation is clearly seen at all latitudes, including the tropical regions.

Figure 10.18 presents the changes in UV radiation calculated from the REF-B2 runs, representing projected future changes in ozone. Starting around 2005, the surface erythemal irradiance is projected to decrease globally as a result of ozone recovery. The magnitude of these decreases varies with latitude and is more pronounced in areas where the most ozone depletion currently occurs, such as the Antarctic. In the tropics, erythemal UV is projected to increase towards the end of the 21st century, a trend related to a decrease in column ozone associated with an acceleration of the Brewer-Dobson circulation (Hegglin and Shepherd, 2009).

Figure 10.19 presents the evolution of the zonal-mean erythemal irradiance in the polar regions (75° - 90°) of both hemispheres. The top panel (a) presents the changes in surface erythemal irradiance in the southern polar latitudes and for the months October – November, the time when the Antarctic ozone hole reaches its maximum in area and intensity. All models show large interannual variability in this latitude belt and months, larger than at all other latitude belts, with surface erythemal irradiance reaching pre-1980 levels only after 2070. The bottom panel (b) presents the evolution of surface erythemal irradiance in the northern polar region during late winter-early spring (March-April). The interannual variability is large as well, but smaller than in the SH. The magnitude of the changes is much smaller than in the south (note the different scales used), and pre-1980 levels are reached earlier (~ 2050): this is consistent with the earlier return to pre-1980 ozone levels in the Arctic (Figure 9.20). The changes described here reflect
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the corresponding changes in the simulated ozone fields (Section 9.5.3), and are strongly influenced by changes in stratospheric circulation (Hegglin and Shepherd, 2009).

As climate change is likely to affect future cloudiness, the change in cloud transmittance (or cloud modification factor) was calculated as the change in the ratio of surface shortwave flux under all skies over the flux under clear skies. Here data provided by 8 runs of 5 CCMs were used. The cloud transmittance derived from the models was compared to results from a similar analysis performed using data from 11 CMIP3 models, and good agreement was found over the 2001-2100 period. The shortwave cloud transmittance was converted to erythemal UV cloud transmittance, and our analysis was extended to the calculation of changes in surface erythemal solar irradiance under all-sky conditions.

Figure 10.20, top panels, presents the changes in surface erythemal solar irradiance for the months of January (left panels) and July (right panels) under clear-sky conditions. The 20-year period 2080-2099 is shown, relative to the base-period of 1965-1979, before total ozone started its continuous decline. The bottom panels present the changes for the same months, but for all-sky conditions (i.e., taking into account changes in cloudiness in the troposphere). While ozone is mainly responsible for the latitudinal changes of erythemal irradiance, cloud effects result in a more complex pattern with alternating regional positive and negative changes during the 21st century.

Generally, as is also seen in the clear-sky conditions case (top panels), erythemal irradiance is projected to increase in the tropics, and to decrease in the mid- and high latitudes of both hemispheres. The positive response in the tropics becomes larger when the effect of clouds is taken into account. Large reductions in surface irradiance (-10 to -15%) are calculated for the second half of the 21st century in specific regions of the high northern latitudes, as well as over Antarctica. Large increases in erythemal irradiance (10-15%) appear in tropical regions of south-east Asia and Central America, with more moderate increases over southern Europe in summer.

During the late 20th century (not shown) the effects of ozone depletion on erythemal solar irradiance are apparent with a more uniform pattern of small to moderate increases in irradiance across the globe. Particularly in Antarctica, the strong ozone depletion dominates surface erythemal irradiance changes over the cloud effects leading to strong increases of up to 15%.

10.4.2.2 Radiative forcing due to stratospheric ozone changes

CCMs predict concentrations of chemically active species and model their radiative effects on atmospheric temperatures, yet they do not allow the effects of changes in individual species on tropopause radiative forcing to be evaluated directly. Stratospheric ozone changes since the 1970s are believed to have led to a small negative radiative forcing of around -0.05 Wm$^{-2}$ with a 0.1 Wm$^{-2}$ uncertainty range (Forster et al., 2007). Stratospheric water vapour and methane changes can also be a significant source of forcing. The Forster et al. (2007) estimate is based on relatively few radiative calculations and ozone data sets.

Here we use an offline version of a single radiation code (Edwards and Slingo, 1996) to evaluate the radiative forcing from ozone changes predicted by the models’ REF-B1 integration using their monthly averaged ozone fields. We assume clear skies and evaluate the radiative forcing using the Seasonally Evolving Fixed Dynamical Heating (SEFDH) approximation (Forster et al., 1997). We fix the dynamical heating at the models’ 1960 values and time-step the stratospheric temperatures forward using dai-
ly time steps, updating the ozone or other trace gas values each day by interpolating between monthly average values.

**Figure 10.21** shows global mean shortwave, longwave and total radiative forcing anomalies relative to 1960-1969 due to ozone changes based on 17 CCMVal-2 REF-B1 simulations. Over this period there is a clear upward trend in SW forcing, associated with decreased absorption of UV in the stratosphere, and a downward trend in LW forcing, associated primarily with stratospheric cooling (Grise et al., 2009). The ensemble mean trend in total radiative forcing due to ozone is small but positive, and individual simulations show a large range of trends, including some simulations that show positive trends. This spread is much larger than the uncertainty range on the radiative forcing trend due to observed ozone changes given by Forster et al. (2007). It remains to be determined whether this is because some models have unrealistic ozone changes, or whether this is because Forster et al. (2007) under-estimated the uncertainty in ozone-induced radiative forcing. This spread is much larger than the uncertainty range on the radiative forcing trend due to observed ozone changes given by Forster et al. (2007). It remains to be determined whether this is because some models have unrealistic ozone changes, or whether this is because Forster et al. (2007) under-estimated the uncertainty in ozone-induced radiative forcing. The radiative forcing of volcanically-induced ozone changes is also apparent, particularly the decrease in total ozone-induced radiative forcing following the eruption of Mt Pinatubo in 1991 (the radiative effects of the aerosols themselves are not accounted for here).

### 10.4.3 Chemical effects

Lastly, the stratosphere may influence the composition of the troposphere through changes in the fluxes of chemical constituents across the tropopause. The most important such flux is the ozone flux associated with stratosphere-troposphere exchange (STE).

#### 10.4.3.1 Stratosphere-to-troposphere ozone fluxes

While the contribution of stratospheric ozone to the total tropospheric ozone budget is only about 10%, it strongly affects ozone concentrations in the upper troposphere (Stevenson et al., 2006; Denman et al., 2007),
where ozone has a relatively long lifetime of about one month and also the greatest impact on the radiative forcing of surface temperatures (Forster and Shine, 1997).

CCMs consistently predict an increase in the strength of the Brewer-Dobson circulation due to climate change (Butchart et al., 2006; McLandress and Shepherd, 2009; see also Chapter 4). It has also been shown that this increase strongly affects the distribution of stratospheric ozone, especially in the mid-latitude lower stratosphere (Shepherd 2008; Li et al., 2009). These changes in the ozone distribution will affect the amount of ozone transported from the stratosphere into the troposphere, which...
is why it is important to use stratosphere-resolving, fully interactive CCMs to quantify the impact of climate change on STE ozone fluxes, and to separate its effect from that of ozone depletion and recovery (Hegglin and Shepherd, 2009). Note that most of the tropospheric CCMs used for the IPCC AR4 to examine future changes in STE ozone fluxes had poor vertical resolution within the stratosphere and generally relaxed stratospheric ozone to prescribed values (Denman et al., 2007).

STE ozone fluxes are generally calculated in one of two ways. The first and most direct method is to calculate the STE ozone flux across the tropopause using instantaneous model fields with high temporal resolution. However, these calculations have been shown to be very sensitive to the particular tropopause definition used (Stevenson et al., 2004). This is presumably because the net ozone flux is a small difference of large terms, as a result of the small-scale two-way (i.e., reversible) transport into and out of the lowermost stratosphere. It is moreover an impractical calculation for a multi-model comparison with restricted data availability such as CCMVal-2. The second method is to infer the STE ozone flux as a residual in the tropospheric ozone budget. That calculation, too, involves a small difference of large terms, and it is also not possible with the fields saved in CCMVal-2. However, Holton et al. (1995) argued that the stratosphere-to-troposphere flux of any long-lived tracer (including ozone) is controlled by the Brewer-Dobson circulation, since any material that descends across a particular control surface (e.g., 100 hPa) must, in the absence of sources and sinks within the lowermost stratosphere, eventually make it into the troposphere.

The STE ozone fluxes ($F_{\text{STE}}$) are therefore calculated for each hemisphere on a monthly mean basis using a simple box-model approach previously used for mass flux calculations (Appenzeller et al., 1996), but applied instead to ozone (Hegglin and Shepherd, 2009):

$$F_{\text{STE}} = F_{\text{100hPa}} - \frac{dM_{\text{LSM}}}{dt}$$  \hspace{1cm} (10.4)

Here $F_{\text{100hPa}}$ is the downward flux of ozone across the 100-hPa surface, estimated as the area-weighted integral within each hemisphere of the zonal-mean ozone concentration multiplied by the residual vertical velocity $w^*$, and $M_{\text{LSM}}$ is the total mass of ozone contained in the lowermost stratosphere (defined as the region between the 100-hPa surface and the thermal tropopause). The STE ozone flux, $F_{\text{STE}}$, is then calculated as a residual. The advantage of this method (as with the Appenzeller et al. (1996) method for mass flux) is that the terms contributing substantially to $F_{\text{100hPa}}$ are mainly of the same sign. In this calculation, chemical processes between the tropopause and 100 hPa are assumed to have a negligible impact on $F_{\text{STE}}$. This is a reasonable assumption for global fluxes because the photochemical lifetime of ozone is generally much longer than its residence time in this region (Olsen et al., 2004). The largest error would come from the effect of the ozone hole, which would lead to an overestimation of the STE ozone fluxes, but only during the period of ozone depletion/recovery. In any case, so long as the calculation is done the same way for all models and for observations, it serves as a consistent and readily calculated diagnostic.

Figure 10.22 shows the long-term evolution of the STE ozone fluxes for all the CCMVal-2 models which provided the necessary data. In total, data from nine REF-B2 and two REF-B1 model simulations were available. For CMAM, CCMVal-1 results were used instead of CCMVal-2, as they are believed to be more realistic. An observational estimate from 1991-2002 is also provided (black dots) using the ERA-Interim reanalysis together with the monthly resolved ozone climatology of McPeters et al. (2007).

Figure 10.22a shows that the calculated global STE ozone fluxes during the 1990s for the different models are generally somewhat larger, by up to 30%, than those based on the observations. The latter are seen to be in the middle of the (rather uncertain) observational range given by Denman et al. (2007), shown by the black vertical bar, which was obtained using different calculation methods. This provides confidence in our diagnostic method. Note that apart from ULAQ, which is well below the observational range, the STE ozone fluxes in the CCMVal models tend to lie in the upper half of the range provided by the tropospheric models (Stevenson et al., 2006). The consistently larger ozone fluxes obtained in most of the models may stem from a high bias of around 10-20% in ozone at 100 hPa as can be seen in Chapter 7, Figures 7.22 and 7.23.

SOCOL, MRI, and CCSRNIES are, aside from ULAQ, the models with the largest differences in the global fluxes when compared to the observations (using this method). The best agreement is found for GEOSCCM, with only a small under-estimation of the STE ozone fluxes in the SH when compared to the observations, also reflected in the global mean. Note that in order to cover the period between 1960 and 2100, the REF-B2 run of GEOSCCM did have to be extended into the past using the REF-B1 run. These two runs do not merge exactly into each other, which will have a slight impact on the trend estimation between the future and the past.

In both the NH and the SH, the model fluxes are generally larger than the observations as reflected in the global flux. The spread between the different models is higher in the NH than in the SH. In the NH, the largest differences are seen between the observations and SOCOL, MRI, and CCSRNIES. In the SH, these models are close to the rest of

$^1$ For CCMVal-2, CMAM was coupled to an ocean model. Changes to the model made to enforce energy balance for coupling led to a degradation of the stratospheric dynamics, for reasons that are not fully understood (see also Chapter 4).
the models during the past, but exhibit anomalously strong fluxes towards the end of the current century. The NH flux is about 30% larger than the SH flux in both observations and models, except for ULAQ. The multi-model mean (thick solid black line) is calculated excluding ULAQ, since this model obtained the lowest scores in the metrics of Chapter 7 relevant for a good performance in simulating STE ozone fluxes. The multi-model mean is biased high in both hemispheres and also in the global mean, reflecting the single model behaviour.

Simulated past and future STE ozone flux changes are influenced both by changes in stratospheric dynamics due to climate change and by ozone depletion and recovery, though to different degrees in the different models and in the two hemispheres. The changes over three time periods are given in Table 10.3. The multi-model mean of the change in the STE ozone flux attributable to climate change (1965-2095) is slightly larger in the NH (26%) than in the SH (21%). The multi-model mean change in global STE ozone flux between 1965 and 2095 is consistent in terms of percentage changes with the CMAM result shown in Hegglin and Shepherd (2009), however, its changes calculated for the NH and SH are smaller and larger, respectively. Over the period 2000-2030, the CCMVal-2 models show increases in the global ozone flux of 73.3 (±3.6) Tg/year or 11.7 (±0.6) %, which is toward the upper end of the range from tropospheric models of 41 (± 31) Tg/year or 7.6 (± 5.7) % reported by Stevenson et al. (2006). The results are expected to be dependent on the choice of the models that are included in the calculation of the mean.

10.5 Summary

10.5.1 Summary by Model

**Multi-model mean:** On average, the CCMVal-2 models simulated the mean climate and variability of the zonal mean $u$, $v$, and $T$ fields well. CCMVal-2 models were only slightly better than CCMVal-1 models overall. However, the stratospheric simulations using CCMVal-2 models were much better than CMIP3 models. There was no clear improvement in the simulation of the mean or variability in the extra-tropics in models which included a simulated or nudged QBO. The performance skill (based on $u$, $v$, and $T$) was better in the NH than the SH, with a fairly large spread among models.

The NAM and the SAM were very well simulated by nearly all the CCMVal-2 models, especially in the troposphere. Both the latitudinal pattern and the amplitude of the patterns tended to be similar to the observations. In the stratosphere, the multi-model mean annular modes, as well as their variability, were close to the observations. However, there was a large inter-model spread. The CMIP3 models were inferior to all the CCMVal-2 models in the stratosphere.

Downward propagation of NAM and SAM signals was observed in all models, with the average tropospheric effect being slightly stronger than in the observations. However, there is uncertainty in the observations due to the short observational record.

On average, the CCMVal-2 simulation of the seasonal cycle of the variance of the NAM and SAM was realistic, except that the models tend to have a cold-season maximum that is delayed by roughly one month. There is large variability in how well the CCMVal models simulate the persistence ($e$-folding time scale) of the NAM and SAM.

Figure 10.22: Multi-model comparison of the time evolution of (A) global, (B) northern hemispheric, (C) southern hemispheric stratospheric ozone flux into the troposphere between 1960 and 2100 derived from CCMVal-2 models. Coloured lines denote different models as given in the colour code, and the black line denotes the multi-model mean. The black uncertainty bar indicates the observational range given in the IPCC AR4 report (Denman et al., 2007), the grey uncertainty bar the tropospheric model range given in Stevenson et al. (2006). Black dots indicate observations calculated from ERA-Interim data together with the ozone climatology of McPeters et al. (2007) using the same method as used for the CCMs.
The models tend to have time scales that are too long, in both the troposphere and lower stratosphere. Some models had SH time scales up to four times that observed. In the SH, the 1969-1998 trends in $Z$ (geopotential height) and $T$ capture the observed cooling that extends to the surface. Although the average modelled ozone trend was less than that observed at 100 hPa, the $T$ trend at 100 hPa was, on average, somewhat larger than that observed.

The multi-model mean ozone-induced erythemal radiation shows an increase over all regions, maximising in around 2000 in Antarctica, and followed by a reduction through the 21st century. In the NH extra-tropics, erythemal radiation recovers to 1960 levels by 2020-2040, while in the Antarctic it does not recover to these levels until the end of the century, and in the tropics, erythemal radiation begins to increase again in the latter part of the century.

The CCMVal-2 REF-B2 simulations show a fairly large spread in stratospheric ozone flux into the troposphere. The observations do little to constrain the range, and it is difficult to discern which models are better.

Below are model-by-model results that emphasize mainly the instances in which each model is significantly different from the multi-model mean.

**Table 10.3:** Multi-model mean of the relative changes in global, northern, and southern hemispheric ozone fluxes for different time periods (corresponding to ozone depletion (1965-2000), ozone recovery (2000-2035), and climate change (1965-2095). For the calculation of the mean, only REF-B2 simulations have been used. For models providing more than one simulation, the ensemble means have been used.

<table>
<thead>
<tr>
<th>Time period (yr)</th>
<th>O$_3$-flux change (Tg yr$^{-1}$)</th>
<th>O$_3$-flux change (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1965-2000</td>
<td>-40.8 ($\pm$2.7)</td>
<td>-6.1 ($\pm$0.4)</td>
</tr>
<tr>
<td>2000-2035</td>
<td>73.3 ($\pm$3.6)</td>
<td>11.7 ($\pm$0.6)</td>
</tr>
<tr>
<td>1965-2095</td>
<td>169.0 ($\pm$5.4)</td>
<td>24.1 ($\pm$0.8)</td>
</tr>
<tr>
<td>NH (0°N-90°N)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1965-2000</td>
<td>-2.8 ($\pm$1.6)</td>
<td>-0.7 ($\pm$0.4)</td>
</tr>
<tr>
<td>2000-2035</td>
<td>39.8 ($\pm$1.9)</td>
<td>10.6 ($\pm$0.5)</td>
</tr>
<tr>
<td>1965-2095</td>
<td>108.4 ($\pm$3.8)</td>
<td>26.2 ($\pm$1.0)</td>
</tr>
<tr>
<td>SH (0°S-90°S)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1965-2000</td>
<td>-38.0 ($\pm$1.6)</td>
<td>-13.0 ($\pm$0.5)</td>
</tr>
<tr>
<td>2000-2035</td>
<td>33.5 ($\pm$1.9)</td>
<td>13.2 ($\pm$0.8)</td>
</tr>
<tr>
<td>1965-2095</td>
<td>60.7 ($\pm$3.5)</td>
<td>21.1 ($\pm$1.2)</td>
</tr>
</tbody>
</table>

The models tend to have time scales that are too long, in both the troposphere and lower stratosphere. Some models had SH time scales up to four times that observed. In the SH, the 1969-1998 trends in $Z$ (geopotential height) and $T$ capture the observed cooling that extends to the surface. Although the average modelled ozone trend was less than that observed at 100 hPa, the $T$ trend at 100 hPa was, on average, somewhat larger than that observed.

The multi-model mean ozone-induced erythemal radiation shows an increase over all regions, maximising in around 2000 in Antarctica, and followed by a reduction through the 21st century. In the NH extra-tropics, erythemal radiation recovers to 1960 levels by 2020-2040, while in the Antarctic it does not recover to these levels until the end of the century, and in the tropics, erythemal radiation begins to increase again in the latter part of the century.

The CCMVal-2 REF-B2 simulations show a fairly large spread in stratospheric ozone flux into the troposphere. The observations do little to constrain the range, and it is difficult to discern which models are better.

Below are model-by-model results that emphasize mainly the instances in which each model is significantly different from the multi-model mean.

**AMTRAC3** performs better than average in the SH and worse than average in the NH based on the $u$, $v$, $T$ metrics. It exhibits anomalously strong cooling of the Antarctic vortex in spring compared to observations.

**CAM3.5** performs worse than average in the NH and about average in the SH based on the $u$, $v$, $T$ metrics.

**CCSRNIES** performs worse than average in the stratosphere and troposphere of both hemispheres based on the $u$, $v$, $T$ metrics. Its simulated decrease in Antarctic ozone is smaller than observations, and hence its simulated increase in SH erythemal radiation is smaller than in other models. Global stratosphere-troposphere ozone fluxes are overestimated in this model.

**CMAM** performs better than average in the NH and about average in the SH based on the $u$, $v$, $T$ metrics. CMAM was the only model coupled to an ocean model, but this did not have a noticeable effect on the diagnostics examined here. All the models reproduce tropospheric anomalies following the stratospheric events, but in the NH, CMAM (along with some other models) showed noticeably longer persistence of the anomalies compared with the observations. Its SAM index is too persistent compared to observations in both the troposphere and the stratosphere. It exhibits anomalously strong cooling of the Antarctic vortex in spring compared to observations.

**E39CA** performs worse than average in the stratosphere and about average in the troposphere, based on the $u$, $v$, $T$ metrics. This model has realistic global mean stratosphere-troposphere ozone fluxes, but this is due to compensating errors, with a too high flux in the SH and too low a flux in the NH.

**CNRM-ACM** performs very poorly in the stratosphere, and about average in the troposphere, based on the $u$, $v$, $T$ metrics. Its stratospheric jets are displaced too far equator-ward. CNRM-ACRM has larger than average tropical ozone losses (Section 9.3.4), and hence a larger increase in tropical UV. It is also the model with the largest negative radiative forcing due to ozone changes.

**EMAC** performs about average overall based on the $u$, $v$, $T$ metrics. EMAC simulates too weak a stratospheric cool-
ing in the Antarctic vortex in spring and also simulates an Antarctic total ozone trend that is too weak. It exhibits positive tropopause radiative forcing in ~2000 associated with stratospheric ozone changes.

**GEOSCCM** performs very well in the stratosphere based on the $u$, $v$, $T$ metrics. Tropospheric skill was generally close to average, except that NH tropospheric variability was simulated somewhat poorly. This model exhibits realistic SAM time scales in the troposphere and the stratosphere, but its NAM time scales are somewhat too long. Moreover, in both hemispheres lower stratospheric annular mode anomalies exhibit too much persistence in their coupling with annular mode anomalies at 10 hPa. Stratosphere-troposphere ozone fluxes in this model exhibit particularly good agreement with observations.

**LMDZrepro** performs poorly in its simulation of synoptic variability in both hemispheres, it is about average in its simulation of other aspects of NH climate and below average in its simulation of other aspects of SH climate, based on $u$, $v$, $T$ metrics. In both hemispheres, lower stratospheric annular mode anomalies exhibit too much persistence in their coupling with annular mode anomalies at 10 hPa in this model, and its annular mode indices are themselves too persistent in both hemispheres, in both the troposphere and stratosphere.

**MRI** exhibits about average performance based on the $u$, $v$, $T$ metrics. MRI simulates larger than average increases in erythemal radiative associated with ozone depletion, and it also simulates a larger than average negative radiative forcing. It exhibits anomalously large stratosphere-troposphere ozone fluxes, particularly in the NH.

**NiwaSOCOL** simulates mean climate in the NH better than average, and realistic synoptic variability in the troposphere, but poor synoptic variability in the stratosphere, based on the $u$, $v$, $T$ metrics. It exhibits a relatively large negative radiative forcing due to ozone.

**SOCOL** simulates NH stratosphere mean conditions well, and in other aspects is about average, based on the $u$, $v$, $T$ metrics. It exhibits anomalously weak Antarctic ozone depletion, and hence weaker than average ozone-induced increases in SH erythemal radiation. It exhibits positive tropopause radiative forcing in ~2000 associated with stratospheric ozone changes. It exhibits anomalously high stratosphere-troposphere ozone fluxes.

**ULAQ** underperforms in all categories of climate: in the stratosphere and troposphere, over both hemispheres, and in mean climate as well as in interannual variability based on the $u$, $v$, $T$ metrics. ULAQ simulates much lower stratosphere-troposphere ozone fluxes than observed, and has the largest bias in ozone fluxes compared to the observations.

**UMSLIMCAT** exhibits about average performance in its simulation of mean tropospheric climate, and tropospheric and stratospheric variability, but below average performance in its simulation of stratospheric variability, based on the $u$, $v$, $T$ metrics.

**UMUKCA-METO** is one of the best models at simulating means and variability in the troposphere, and performs better than average in the stratosphere, based on the $u$, $v$, $T$ metrics. This model simulates too weak a stratospheric cooling in the Antarctic stratosphere in spring.

**UMUKCA-UCAM** exhibits among the best simulation of tropospheric mean climate and variability, and is about average in its simulation of stratospheric mean climate and variability, based on the $u$, $v$, $T$ metrics. It simulates too weak a stratospheric cooling in the Antarctic stratosphere in spring.

**WACCM** performs poorly in the $u$, $v$, $T$ metrics for the SH, but about average in the NH. Its tropospheric synoptic variability is particularly realistic in both hemispheres. WACCM has among the most realistic (shortest) SAM time scales, but among the least realistic (longest) NAM time scales.

### 10.5.2 Overall Summary

This chapter has examined the dynamical, radiative and chemical effects of the stratosphere on the troposphere in the CCMVal-2 models. Stratospheric ozone changes will not greatly alter the global-mean surface warming. However, Antarctic climate as well as the global distribution of surface UV radiation are expected to be affected significantly.

An examination of the mean climate and variability in the CCMVal-2 models showed that they exhibit a much more realistic stratospheric climate than the CMIP3 climate models, and more realistic interannual variability in the troposphere. CCMVal-2 models exhibit a slight but non-significant reduction in biases compared to the earlier generation CCMVal-1 models. CCMVal-2 models simulate a downward propagation of annular mode anomalies in both hemispheres similar to that observed, with realistic ensemble-mean annular mode variances through the troposphere and stratosphere. However, the peak in variability associated with the break-down of the vortex consistently occurs too late in the year in both hemispheres in the CCMVal-2 models, and the simulated SAM tends to be
too persistent through the troposphere and stratosphere in summer.

Over the period 1960-2000 the CCMVal-2 models simulate a spring cooling of the Antarctic polar vortex, and a decrease in Antarctic geopotential height which descends to the troposphere in December-February, and is associated with an intensification and southward shift of the mid-latitude jet. The amount of Antarctic ozone depletion in each model is closely correlated with its poleward shift in midlatitude jet location, amount of broadening of the Hadley Cell, and its increase in SH tropopause height. The models indicate that in the 21st century, the effects of ozone recovery and GHG increases largely cancel leading to little change in jet location, tropopause height, or Hadley Cell width in the SH in summer. The effect of stratospheric ozone changes on the NAM in the CCMVal-2 models appears to be weak but significant.

Stratospheric ozone changes in the CCMVal-2 models lead to an increase in SW forcing and a decrease in LW forcing at the tropopause. However, while the ensemble mean net forcing change due to ozone changes between 1960-2000 is negative, consistent with that reported by IPCC (2007), some models show a positive net tropopause radiative forcing due to stratospheric ozone changes over this period. Erythemal ultraviolet irradiance, calculated based on CCMVal-2 ozone changes, exhibits an increase throughout the globe in the last decades of the 20th century. In the 21st century, decreasing chemical depletion is likely to contribute to a decrease in erythemal irradiance globally, while changes in the Brewer-Dobson circulation will tend to enhance the decrease in the Arctic and slow or reverse the decrease in the tropics and Antarctic. Changes in cloudiness and tropospheric ozone and aerosols are uncertain and may also be important drivers of regional surface UV change.

In the CCMVal-2 simulations ozone depletion causes a small global decrease in the stratosphere-troposphere ozone flux in the 20th century, and its recovery contributes to the 21st century increase. However, a strengthening of the Brewer-Dobson circulation is projected to be the dominant driver of an increase in stratosphere-to-troposphere ozone fluxes in the 21st century.
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### Appendix A

#### List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGCM</td>
<td>Atmospheric General Circulation Model</td>
</tr>
<tr>
<td>AM2-LM2</td>
<td>Atmosphere and Land Model 2</td>
</tr>
<tr>
<td>AMIP II</td>
<td>Atmospheric Model Intercomparison Project II</td>
</tr>
<tr>
<td>AMTRAC3</td>
<td>Atmospheric Model with Transport and Chemistry 3</td>
</tr>
<tr>
<td>AOGCM</td>
<td>atmosphere-ocean general circulation model</td>
</tr>
<tr>
<td>AR</td>
<td>Assessment Round (of IPCC)</td>
</tr>
<tr>
<td>ASAP</td>
<td>Assessment of Stratospheric Aerosol Properties</td>
</tr>
<tr>
<td>ARPEGE</td>
<td>(French climate model)</td>
</tr>
<tr>
<td>BC</td>
<td>black carbon</td>
</tr>
<tr>
<td>BDC</td>
<td>Brewer-Dobson Circulation</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>Community Atmosphere Model 3.5</td>
</tr>
<tr>
<td>CCM</td>
<td>chemistry-climate model</td>
</tr>
<tr>
<td>CCM2</td>
<td>Community Climate Model 2</td>
</tr>
<tr>
<td>ARPEGE</td>
<td>(French climate model)</td>
</tr>
<tr>
<td>BDC</td>
<td>Brewer-Dobson Circulation</td>
</tr>
<tr>
<td>CAM3.5</td>
<td>Community Atmosphere Model 3.5</td>
</tr>
<tr>
<td>CCM</td>
<td>chemistry-climate model</td>
</tr>
<tr>
<td>CCM2</td>
<td>Community Climate Model 2</td>
</tr>
</tbody>
</table>
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CCCma – Canadian Centre for Climate Modelling and Analysis
CCSRNIES – Center for Climate-Systems Research – National Institute of Environmental Studies
CFC – chloro-fluoro-carbon
CGCM – Coupled General Circulation Model
CGER – Center for Global Environmental Research
CLASS – Canadian Land Surface Scheme
CLM – Community Land Model
CLSM – Catchment Land Surface Model
CMAM – Canadian Middle Atmosphere Model
CNRM-ACM – Centre National de Recherches Météorologiques – ARPEGE Climat coupled MOCAGE
CNRS -- Centre National de la Recherche Scientifique
CTM – chemistry-transport model
DLR – Deutsches Zentrum für Luft- und Raumfahrt / German Aerospace Center
DMS – dimethyl sulfide
DOM – Discrete Ordinate Method
E39CA – ECHAM4.L39(DLR)/CHEM/-ATTILA
ECMWF – European Centre for Medium-range Weather Forecasts
ECHAM – European Centre Hamburg Model
EMAC – ECHAM5 Middle-Atmosphere with Chemistry
ENSO – El Nino / Southern Oscillation
GCM – global circulation model
GWD – gravity-wave drag
GEOSCCM – Goddard Earth Observing System – Chemistry-Climate Model
GFDL – Geophysical Fluid Dynamics Laboratory
GHG – greenhouse gas
GISS – Goddard Institute for Space Studies
GSFC – Goddard Space Flight Center
HadAM3 – Hadley Centre Atmosphere Model 3
HadGEM1 – Hadley Centre Global Environment Model 1
HadISST – Hadley Centre Ice and Sea-Surface Temperature dataset
HCFC – hydro-chloro-fluoro-carbon
IAC – Institute for Atmosphere and Climate
IFS – Integrated Forecast System
IIASA -- International Institute for Applied Systems Analysis
IPCC – Intergovernmental Panel on Climate Change
IUPAC -- International Union of Pure and Applied Chemistry
JPL – Jet Propulsion Laboratory
LBC – lower-boundary condition
LMDZrepro – Laboratoire de Météorologie Dynamique Zoom – REPROBUS
LTE – local thermodynamic equilibrium
MECCA -- Module Efficiently Calculating the Chemistry of the Atmosphere
MESSy – Modular Earth Submodel System
METO – Met Office
MEZON – Model for Evaluation of oZoNe trends
MIROC -- Model for Interdisciplinary Research On Climate
MOCAGE – (CTM developed by MétéoFrance)
MOSES – MetOffice Surface Exchange Scheme
MOZART -- Model for OZone And Related chemical Tracers

MPI-C – Max-Planck-Institute for Chemistry

MRI – Meteorological Research Institute

NASA – National Aeronautics and Space Administration

NAT – nitric acid trihydrate

NCAR – National Center for Atmospheric Research

NCOM – Naval Coastal Ocean Model

NIWA – National Institute of Water and Atmospheric Research

NMHC – non-methane hydrocarbon

ODS – ozone-depleting substance

OGCM – ocean general circulation model

ORCHIDEE – (French Global Land Surface Model)

PBL – planetary boundary layer

PMOD/WRC – Physical-Meteorological Observatory Davos / World Radiation Center

PSC – polar stratospheric cloud

PRM – piecewise rational method

QBO – quasi-biennial oscillation

RETRO – REanalysis of the TROpospheric chemical composition over the past 40 years

RRTM – Rapid Radiative Transfer Model

SAD – surface area density or sulphuric acid dihydrate

SAGE – Stratospheric Aerosol and Gas Experiment

SOCOL – Solar-Climate-Ozone Links

SPARC – Stratospheric Processes and their Role in Climate

SPE – solar proton event

SRES – Special Report on Emission Scenarios

SS – sea salt

SST – sea-surface temperature

SSW – sudden stratospheric warming

STS – supercooled ternary solution

SZA – solar zenith angle

UCAM – University of Cambridge

UIUC – University of Illinois at Urbana-Champaign

ULAQ – Università degli Studi L’Aquila

UMETRAC – Unified Model with Eulerian Transport and Atmospheric Chemistry

UMSLIMCAT – Unified Model – SLIMCAT

UMUKCA – Unified Model / U. K. Chemistry and Aerosols Module

UTLS – Upper Troposphere / Lower Stratosphere

UV – ultra-violet

VOC – volatile organic compound

WACCM – Whole-Atmosphere Chemistry-Climate Model

WCRP – World Climate Research Program

WMGHG – well-mixed greenhouse gas

WMO – World Meteorological Organization
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*In this appendix we provide a detailed description of the TSAM analysis, focusing on its development and application to CCMVal-1 and CCMVal-2 ozone-related time series in this chapter. This material is complemented by the supplement to Chapter 9 in which a more complete set of TSAM diagnostics is included, along with an analysis of its sensitivity to outliers and a comparison with the simpler 1:2:1 filtering employed by previous studies of CCMVal-1 time series.*

B.1 Multi-Model Ensemble Analysis

The REF2 CCMVal-1 experiment (REF-A2) had a specified integration period of 1980-2050, while the current CCMVal-2 experiment (REF-B2) has a specified integration period of 1960-2100. In each inter-comparison project, ensembles of simulations were also requested. Designing a multi-model analysis of REF-A2 (CCMVal-1) and REF-B2 (CCMVal-2) time series for the purpose of making multi-model trend (MMT) estimates represents a significant challenge due to a number of complicating factors. Particularly,

1. The specified periods for the REF-A2 and REF-B2 experiments are not of equal extent. Furthermore, each modelling centre generally provided a subset of the requested data. For example, individual REF-A2 contributions ranged from ensembles of one, extending over the period 2000-2019, to ensembles of three, extending over the expanded period 1960-2100.

2. In general, large inter-model differences in various latitude bands make it difficult to compare directly the model time series of ozone and chlorine indices, as well as to compute multi-model trend estimates.

Here, we introduce a statistical modelling approach that uses nonparametric regression to estimate smooth
trends from the CCMVal raw data. The nonparametric regression uses a set of optimal thin plate splines to represent the trends and can be used to make formal inference (e.g., calculate confidence and prediction intervals). As discussed in Section 9.2, the approach adopted here consists of three distinct steps: estimation of individual model trends (IMT), baseline adjustment of the trends, and the weighted combination of the individual model trends to produce a multi-model trend (MMT) estimate. In this appendix the development and application of this approach will be illustrated using the time series data presented in Figure B.1.

This data corresponds to the CCMVal-1 raw time series in Figure 7 of Eyring et al. (2007), which includes both REF-A1 and REF-A2 data for several of the models. The top panel (Figure B.1a) presents the March averaged total column ozone in the latitude band 60°N-90°N, while the bottom panel (Figure B.1b) presents the October averaged total column ozone in the latitude band 60°S-90°S.

B.2 Nonparametric estimation of the individual model trends

The time series \(y_{jk}(t)\) of an ozone-related index, such as one of those displayed in Figure B.1, is additively modelled as the sum of a smooth unknown model-dependent trend, \(h_j(t)\), and irregular normally-distributed noise:

\[
y_{jk}(t) = h_j(t) + \varepsilon_{jk}(t), \tag{B.1}
\]

where the noise field

\[
\varepsilon_{jk}(t) \sim N(0, \sigma^2) \tag{B.2}
\]

is assumed to be an independent normally distributed random variable with zero mean and variance \(\sigma^2\), and the indices \(j\) and \(k\) respectively represent model and ensemble-member number. (Here, the ensemble index \(k\) extends over both REF-A1 and REF-A2 simulations for some models.) This is a nonparametric regression of the index on time. The regression is nonparametric because the function of time does not have a fixed functional form with explicit parameters. The noise term (Equation B.2), representing natural variability about the trend, is considered to be an independent normally distributed random variable; independent between different times, models, and runs. The variance of the noise is assumed to be constant over all models and runs. By fitting the trend to all the data rather than to each model separately, one can obtain better estimates of the noise variance (referred to as “borrowing strength”).

The unknown smooth functions \(h_j(t)\) are estimated by fitting the data to a finite set of smooth basis functions having optimal interpolating properties. This was done here by using the \texttt{gam()} function in the \texttt{mgcv} library of the R language (R Development Core Team, 2008). The default option was used, which fits the data to a set of thin plate regression splines, by maximising penalized likelihood to find the coefficients multiplying the basis functions. The smoothness of the basis functions is controlled by a smoothing parameter, which is chosen using a leave-one-out generalised cross-validation prediction approach (see Woods (2006) for more details). Unlike iterated 1:2:1 smoothing (e.g., see Section 98.3 of the supplement to...
Chapter 9), the thin plate splines are guaranteed to give smooth trend estimates and do not alter their properties at the ends of the series.

The first step in the TSAM analysis is to apply the nonparametric regression (Equation B.1) to the raw time series data. This is illustrated in panels a and b of Figure B.2 by the IMT estimates $h_j(t)$ of the CCMVal-1 March 60°N-90°N and October 60°S-90°S total column ozone displayed in Figure B.1. (Note that, while the smooth trend estimates $h(t)$ extend over the full period (1950-2100), in Figure B.2a, b we have elected to display the $h(t)$ only over the period where data exists for each model.)

**Figure B.2:** Panels a and b: The initial estimate of the individual model trends $h_j(t)$ for the raw time series displayed in Figure B.1. This represents the first step in the TSAM analysis. Panels c and d: the 1980 baseline-adjusted time series data $y'_j k(t)$ following from (Equation B.7) with $t_0 = 1980$. Panels e and f: The 1980 baseline-adjusted trend estimate $h'(t)$. This represents the second step in the TSAM analysis. The thick grey line in panels c and d represents the trend estimate $g(t)$ for the simpler nonparametric additive model (9.9). For reference, following Eyring et al. (2007) smooth fits to the observations in these plots have been created by 30 iterations of a 1:2:1 filter (black lines).

**B.3 Baseline-adjustment of the trend estimates**

The initial IMT estimates $h_j(t)$ in Figure B.2a, b reveal significant differences in the background values of column ozone - particularly in the Arctic (panel a). To facilitate a comparison of the trends across models, anomaly time series are constructed relative to a pre-ozone-hole baseline value of the index. While this is analogous to the procedure employed by Eyring et al. (2007), the smoothness of $h(t)$ allows a more robust definition of the baseline at a particular time $t_0$ (i.e., $h(t_0)$), rather than from the average over some period about $t_0$. This results in the anomaly time series:

$$y'_j(t) = y_j(t) - h(t).$$ (B.3)

By construction, the anomaly time series (Equation B.3) is centred on a baseline value of zero at the time $t_0$. Here, we chose to have this baseline changed from zero to the multimodel mean of $h(t_0)$ resulting in the “$t_0$ baseline-adjusted time series”:

$$y'_j(t) = y_j(t) - h_j(t_0) + h(t_0).$$ (B.4)

where

$$h(t_0) = \text{mean}_j [h_j(t_0)].$$ (B.5)
As discussed in Section 9.3, since the multi-model average of the IMT estimates \( h(t_0) \) is a close approximation to the final multi-model trend estimate (MMT) derived in the third step of the TSAM analysis, the baseline adjustment may be viewed simply as forcing the anomaly time series to go roughly through the final MMT estimate at the reference date \( t_0 \).

The time series (B.4) contains all the information of (B.3) plus the multi-model average \( h(t_0) \), which can be compared with observations. In the comparison of CCMVal-1 and CCMVal-2 we have used the baseline \( t_0 = 1980 \). Following (B.4), the 1980 baseline-adjusted anomaly time series data, \( y'_{jk}(t) \) for the CCMVal-1 March 60°N-90°N and October 60°S-90°S total column ozone are displayed in Figure B.2c and d respectively. The corresponding 1980 baseline-adjusted non-parametric IMT estimates \( h'(t) \) are presented in Figure B.2e and f. Following (B.1) and (B.4) the 1980 baseline-adjusted non-parametric smooth trend in our model is:

\[
H'(t) = h(t) - h(t_0) + h(t_0)
\]  

with

\[
y'_j(t) = h'(t) + \varepsilon'_j(t).
\]  

Before moving on to the third step in the TSAM, we may ask if (9.8) represents one of the simplest models that satisfies the assumptions of our statistical model (e.g., that the noise term \( \varepsilon'_j(t) \) is independent from year-to-year, is normally distributed, and is drawn from the same underlying distribution with zero mean and similar variance). For example, we could have chosen the simpler nonparametric model:

\[
y'_j(t) = g'(t) + \hat{\varepsilon}_j(t),
\]  

where one trend estimate is made for all time series data instead of individual trend estimates for each model (B.7). This implicitly defines a different random noise component \( \hat{\varepsilon}_j(t) \). The nonparametric trend estimate \( g'(t) \) is displayed as the thick grey line in panels c and d of Figure B.2. If (9.9) were a reasonable model for the data then, in addition to being an IMT, \( g'(t) \) could also serve as the MMT thereby eliminating the need for the third step of the TSAM. Visual inspection of the smooth estimate \( g'(t) \) to the 1980 baseline-adjusted time series \( y'_j \) in Figure B.2c, d would suggest a reasonable fit. However, because we have built the analysis on a probabilistic model, the goodness of the \( g'(t) \) and \( h'(t) \) fits may be tested against the model’s underlying assumptions.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure_b3.png}
\caption{Individual model autocorrelation functions for the residuals \( \varepsilon'_j(t) \) for CCMVal-1 October total column ozone in the latitude band 60°S-90°S. This noise corresponds to the nonparametric model (9.8) with 1980 baseline trend estimates \( h(t) \) displayed in Figure B.2f. The blue dashed lines represent 96% confidence limits for the sample autocorrelation function. This suggests that the assumption of year-to-year independence is a good one for the (B.7) model.}
\end{figure}
The year-to-year independence of the model noise term may be tested by calculating its autocorrelation function. In Figure B.3 the autocorrelation function for the noise term $\hat{\epsilon}_j(t)$ is displayed for each model for the nonparametric fit (B.7) to the CCMVal-1 October 60°S-90°S column ozone. The dashed blue lines in this figure represent 95% confidence limits. Lines that extend beyond these limits are considered to be sample correlations that are significantly different from zero. Inspection of all the models reveals that the assumption of year-to-year independence is a good one for the model (B.7). This is not, however, the case for the simpler model (B.8). The autocorrelation of the noise term $\hat{\epsilon}_j(t)$ is displayed in Figure B.4 and displays significant violations of the assumption of year-to-year independence for several of the models.

Model assumptions related to the noise term may be further investigated by “notched box-and-whisker” plots. These are displayed for $\hat{\epsilon}_j(t)$ and $\epsilon_j(t)$ respectively in panels a and b of Figure B.5 again for the CCMVal-1 October 60°S-90°S column ozone (see caption for details). From panel b we can see that the noise term $\epsilon_j(t)$ has a similar location and scale for each model, validating the model assumption that the residuals were drawn from the same distribution with zero mean and roughly the same variance. Again, the same cannot be said for the $\epsilon_{j0}(t)$ residuals (panel a) suggesting that $g'(t)$ in (B.9) is not a good estimate of the trend.

We conclude, therefore, that (B.7) represents one of the simplest nonparametric additive models that is satisfied by the ozone indices considered in the two examples. (The same is basically true for the remainder of ozone-related indices analysed in Chapter 9).

B.4 Multi-model trend estimates

The final step of the TSAM analysis involves combining the IMT estimates $h'_j(t)$ to arrive at an MMT estimate:

$$h'_t(t) = \sum_j w_j(t) h'_j(t),$$

where the weights $w(t)$ have the properties

$$w(t) \geq 0 \text{ and } \sum_j w_j(t) = 1.$$  \hspace{1cm} \text{(B.10)}

If the weights are assumed to be non-random, and the errors in the individual trends are assumed to be independent, then the standard error of the weighted sum is given by:

$$s^2_h(t) = \sum_j w^2_j(t) s^2_j(t),$$

$$\hspace{1cm} \text{(B.11)}$$

Figure B.4: Individual model autocorrelation functions for the noise term $\hat{\epsilon}_j(t)$ for CCMVal-1 October total column ozone in the latitude band 60°S-90°S. This noise corresponds to the simpler nonparametric model (9.9) with a 1980 baseline trend estimate $g(t)$ displayed in Figure B.2d. The lines extending past the blue-dashed lines for several models indicates that the assumption of year-to-year independence is not well satisfied for the (B.8) model.
where \( s_j(t) \) is the standard error of the trend estimate \( h_j'(t) \), which can be calculated using standard expressions from linear regression (Woods, 2006). The standard error (B.11) can then be used to estimate the confidence and prediction intervals respectively as:

\[
[h_j'(t) - 1.96s_j(t), h_j'(t) + 1.96s_j(t)] \quad (B.12)
\]

and

\[
[h_j'(t) - 1.96\sqrt{s_j^2(t) + s_j^2}, h_j'(t) + \sqrt{s_j^2(t) + s_j^2}] \quad (B.13)
\]

The 95% confidence interval in the trend gives the uncertainty in the trend estimate. In other words, there is a 95% chance that this interval will overlap the true trend. The interval is point-wise (rather than simultaneous) in that it represents the uncertainty in the trend at each year rather than being an interval for all probable trend curves over the whole period. The 95% prediction gives an idea of how much uncertainty their might be in a predicted index value for a particular year. In other words, there is a 95% chance that a particular index value on a specific year will lie in this interval. This interval is the combination of uncertainty in the trend estimate and the uncertainty due to natural interannual variability about the trend.

The specific choice of weights in (B.9) remains open. In general, we decide to base the construction of the weights on a statistical probability model with testable assumptions. Here, we have chosen a “random-effects” model to determine the weights. This model assumes that the trends for individual models \( h_j'(t) \) are random samples from a “true” trend \( \sim h'(t) \):

\[
h_j'(t) = \sim h'(t) + \eta(t) \quad (B.14)
\]

where

\[
\eta(t) \sim N(0, \lambda^2). \quad (B.15)
\]

The quantity \( \lambda^2 \) is included to account for additional variance between model trends that cannot be accounted for merely by sampling the uncertainty \( s_j^2 \). Using this random
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Figure B.6: For time series of CCMVal-1 October total column ozone in the latitude band 60°S-90°S are presented the individual model fits (panels a, d, and h), weights (panels b, e, and i), and trend (MMT) estimate (thick grey line in panels c, f, and j) for three approaches to determining the weights. Results from the “random-effects” model (B.17) are shown in panels a-c. One problem with this approach is that models can contribute to the final MMT estimate at times when no data exists of that model (i.e., in regions where \( h'(t) \) represents an extrapolation). The introduction of prior weights (9.21) can help mitigate this problem. Results from the use of a simple on/offset of prior weights (having values of one where there is model data and zero where there is none) are presented in panels d-f. One artifact of this approach is that it causes discontinuities in the final MMT estimate. Finally, results from set of prior weights used for the present chapter, which employ a smoother quadratic taper from a value of 1 where time series data exists to a value of 0 where it is absent, is displayed in panels h-j.

The effects model, (B.11) then generalises to:

\[
s^2(t) = \sum w^2(t)(\lambda^2 + s^2(t)), \tag{B.16}
\]

which is used here to calculate intervals. Assuming this model is valid, a least-squares estimate of may be obtained from (B.9) employing the weights:
\[ w_j(t) = w(t) / (\hat{\lambda}^2 + s^2(t)) \]  (B.17)

where

\[ w^j(t) = \sum (\hat{\lambda}^2 + s^2(t))^{-1}. \]  (B.18)

Specification of the weights \( w_j(t) \) from (B.17) requires an estimate of the parameter \( \hat{\lambda}^2 \). For this we have used the following iterative approach: An initial estimate of the true trend is obtained by calculating \( \hat{\lambda}_{\text{off}}(t) \). Then, an iterative Newton-Raphson algorithm is employed to determine the \( \lambda \) that gives scaled residuals that have unit variance as is expected from (B.14):

\[ \text{var} \left( \frac{\hat{h}(t) - \hat{h}_{\text{off}}(t)}{\sqrt{\hat{\lambda}^2 + s^2(t)}} \right) = 1. \]  (B.19)

Employing this model for the weights produces the MMT estimate \( \hat{h}(t) \) for the 1980 baseline CCMVal-1 October 60°S-90°S column ozone displayed in Figure B.6c. The associated individual model trend estimates \( \hat{h}(t) \) and weights \( w_j(t) \) are respectively displayed in panels a and b of this figure. In this figure, the weights are scaled by the number of models so that a scaled weight of 1 implies a proportional contribution of that model to the MMT estimate.

While this formulation of weights provides a smooth final trend estimate \( \hat{h}(t) \), for this example it highlights a potential problem - the individual model weights \( w_j(t) \) are very insensitive to the absence of data in the original time series. For example, the time series for the MAECHAM4CHEM model (green) extends only over the period 1980-2019 (see Figure B.2). Its scaled weight, however, has a value of roughly 1 over the entire period 1960-2100 suggesting significant contributions of its trend estimate \( \hat{h}(t) \) at times when there are no model data. The original idea behind this model for the weights was that the natural increase in standard errors \( s^2(t) \) in the region where \( \hat{h}(t) \) is extrapolated beyond the model data would cause the weights to decrease naturally towards zero. While Figure B.6b indicates that there is some tendency for the weights to display this behaviour, it clearly remains unphysical.

To correct this unphysical behaviour, we introduce the concept of prior weights \( w^p_j(t) \) into the formulation such that the final weights now have the form:

\[ w^p_j(t) = \frac{w^p(t)w(t)}{\sum w^p(t)w(t)}, \]  (B.20)

(with \( w^p(t) \) implicitly replacing \( w(t) \) in expressions (B.11) and (B.17)). An example set of prior weights would be the “on/off” set: \( w^p_j(t) = 1 \) at times \( t \) when raw time series data exist for model \( j \) and \( w^p_j(t) = 0 \) otherwise. This prescription is illustrated in panels d-f of Figure B.6. It corrects the unphysical behaviour identified when \( w(t) \) of (B.17) is used alone. However, this on/off prescription is still problematic in that it causes discontinuities in the MMT estimate Figure B.6f. The set of prior weights used for the Chapter 9 employs a smoother quadratic taper, from a value of 1 where time series data exists to a value of 0 where it is absent:

\[ w^p_j(t) = \left\{ \begin{array}{ll}
1 - z^2 & \text{if } 0 \leq z \leq 1 \\
0 & \text{otherwise}
\end{array} \right. , \]  (B.21)

where

\[ z = -1 + 2(t - t_{\text{min}})/(t_{\text{max}} - t_{\text{min}}). \]  (B.22)

and where \( [t_{\text{min}}, t_{\text{max}}] \) defines the period within which data exist for model \( j \). This scheme is illustrated in panels h-j of Figure B.6.

Finally, the formulation of prior weights (B.20) allows a natural entry point for the specification of prior, time-independent, model weights based on performance metrics. Such metric based weights would take on values in the range [0, 1] and simply multiply \( w^p_j(t) \) in the expression (B.20).
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